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1. Introduction

Let n be a positive integer. We denote [n] = {1, 2, . . . , n}. A partition of n is a non-increasing
sequence of positive integers whose sum equals n. We define p(n) as the number of partitions
of n and, for convenience, we define p(0) = 1.

A plane partition π of n is an array (nij)i,j∈[n] of nonnegative integers such that

|π| =
∑

i,j∈[n]

nij = n and nij ≥ ni′j′ for all i, j, i
′, j′ ∈ [n] such that i ≤ i′ and j ≤ j′.

If nij > ni(j+1) whenever nij 6= 0, then we shall call such a partition strict. If nij = nji for all i
and j, then the partition is called symmetric.

For example, there are 6 plane partitions of n = 3, namely:

3 0 0
0 0 0
0 0 0

,

2 1 0
0 0 0
0 0 0

,

2 0 0
1 0 0
0 0 0

,

1 1 1
0 0 0
0 0 0

,

1 1 0
1 0 0
0 0 0

,

1 0 0
1 0 0
1 0 0

.

Note that four of them are strict partitions and two of them are symmetric. In 1910s, MacMa-
hon [14] discovered the well-known generating function of pp(n) given by

∞
∑

n=0

pp(n)qn =

∞
∏

n=1

1

(1− qn)n
.
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In particular, the above equality states that the number of plane partitions of n is equal to
the number of partitions of n with parts in the multiset {11, 21, 22, 31, 32, 33, · · · }, where each
number j occurs exactly j times. See also [13] for further details.

More generally, let a := (a1, · · · , ar) be a sequence of positive integers. The restricted partition
function associated to a is the number of integer solutions (x1, · · · , xr) of

∑∞
n=0 aixi = n with

xi ≥ 0.
Let r, c and n be some positive integers. Let ppr,c(n) be the number of plane partitions of n

with at most r rows and c columns and set ppr,c(0) = 1. Note that pp1,n(n) = p(n) for all n ≥ 0.
Also, in the example above, it is easy to see, for instance, that pp2,2(3) = 4. Let ppsr(n) be the
number of strict plane partitions of n with at most r rows and, ppsor (n), the number of strict
plane partitions of n with at most r rows with odd entries and set ppsr(n) = 0 and ppsor (n) = 0.
Note that ppsor (n) is equal to the number of symmetric plane partitions of n with at most r row.
Also, in the example above, we have pps3(3) = 4 and ppso3 (3) = 2.

As it was noted in [12, Page 158], we can easily see that ppsor (n) counts also the number of
symmetric plane partitions with at most r rows. The proof of this remark is a generalization of
the well known argument which shows that the number of partitions with odd terms of n is the
number of self-conjugate partitions of n.

As a continuation of [9], we study the functions ppr,c(n), pp
s
r(n) and ppsor (n). The paper is

structured as follows. In Section 2, we recall the definition and some basic properties of the
restricted partition function pa(n), where a = (a1, . . . , ar) is a sequence of positive integers.
Also, we recall several results which would be used later on.

In Section 3, we show the connections between the functions ppr,c(n), pp
s
r(n), pp

so
r (n) and

the restriction partition function; see Propositions 3.1, 3.4, 3.5. In particular, in Proposition 3.6
we present the expressions of ppr,c(n), pp

s
r(n) and ppsor (n) as quasi-polynomials with periodic

coefficients dr,c,m(n), dsr,m(n) and dsor,m(n) respectively. Seeing the functions ppr,c(n), pp
s
r(n) and

ppsor (n) as the restricted partition functions associated to the sequences

ar,c = (1[1], 2[2], . . . , r[r], (r + 1)[r], . . . , c[r], (c+ 1)[r−1], . . . , (r + c− 1)[1])

asr = (1[1], 2[2], 3[2], 4[3], . . . , r[⌊
r+2
2 ⌋], (r + 1)[⌊

r−1
2 ⌋], . . . , (2r − 2)[1]) and

asor = (1[1], 3[1], 4[1], 5[1], 6[1], . . . , (2r − 1)[1], (2r)[⌊
r
2⌋], (2r + 2)[⌊

r−1
2 ⌋], . . . , (4r − 4)[1]),

where ℓ[k] denotes k copies of ℓ, allows us to prove new results about them.
In Section 4, we give formulas for dr,c,m(n), dsr,m(n) and dsor,m(n); see Theorem 4.2. Also, we

prove new formulas for ppr,c(n), pp
s
r(n) and ppsor (n); see Theorem 4.3. Also, we show that if

certain determinants are nonzero, we can express these functions in terms of Bernoulli numbers
and values of Bernoulli polynomials; see Proposition 4.4.

In Section 5, we define PPr,c(n), PP
s
r(n) and PPso

r (n), the polynomial parts of ppr,c(n), pp
s
r(n)

and ppsor (n), respectively. In Theorem 5.3 and Theorem 5.4 we prove formulas for PPr,c(n),
PPs

r(n) and PPso
r (n). Also, similarly to the restricted partition function, we write ppr,c(n),

ppsr(n) and ppsor (n) as a sum of “waves”, denoted Wj(n, r, c), W
s
j (n, r) and W so

j (n, r) and, in
Theorem 5.5, we provide some formulas for them.

In Section 6, we study some arithmetic properties of ppr,c(n), pp
s
r(n) and ppsor (n). In Propo-

sition 6.2 we prove some congruences for these functions.
In Theorem 6.3, using a result from [11], we prove the following lower bounds:
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lim
N→∞

#{n ≤ N : ppr,c(n) 6≡ 0(mod m)}

N
≥

1

rc(r + c)
,

lim
N→∞

#{n ≤ N : ppsr(n) 6≡ 0(mod m)}

N
≥

2

r(r2 + 1)
,

lim
N→∞

#{n ≤ N : ppsor (n) 6≡ 0(mod m)}

N
≥

1

r3
,

where m > 1 is an arbitrary integer.

2. Restricted partition function

Let a := (a1, a2, . . . , ar) be a sequence of positive integers, r ≥ 1. The restricted partition
function associated to a is pa : N → N, pa(n) is the number of integer solutions (x1, . . . , xr) of
∑r

i=1 aixi = n with xi ≥ 0. Note that the generating function of pa(n) is

(2.1)
∞
∑

n=0

pa(n)q
n =

1

(1− za1) · · · (1− zar)
, |z| < 1.

Let D be the common multiple of a1, a2, . . . , ar. We recall the following well known result:

Proposition 2.1. (Bell [3])
pa(n) is a quasi-polynomial of degree r − 1, with the period D, i.e.

pa(n) = da,r−1(n)n
r−1 + · · ·+ da,1(n)n+ da,0(n),

where da,m(n+D) = da,m(n) for 0 ≤ m ≤ r−1 and n ≥ 0, and da,r−1(n) is not identically zero.

Sylvester [16, 17, 18] decomposed the restricted partition in a sum of “waves”,

(2.2) pa(n) =
∑

j≥1

Wj(n,a),

where the sum is taken over all distinct divisors j of the components of a and showed that for
each such j, Wj(n,a) is the coefficient of t−1 in

∑

0≤ν<j, gcd(ν,j)=1

ρ−νn
j ent

(1− ρνa1j e−a1t) · · · (1− ρ
νak
j e−akt)

,

where ρj = e
2πi
j and gcd(0, 0) = 1 by convention. Note that Wj(n,a)’s are quasi-polynomials of

period j. Also, W1(n,a) is called the polynomial part of pa(n) and it is denoted by Pa(n).
The unsigned Stirling numbers are defined by

(2.3)

(

n+ r − 1

r − 1

)

=
(n+ 1) · · · (n+ r − 1)

(r − 1)!
=

1

(r − 1)!

([

r

r

]

nr−1 + · · ·+

[

r

2

]

n+

[

r

1

])

.

We recall several results which would be used later on:

Theorem 2.2. ([5, Theorem 2.8(1)] and [6]) For 0 ≤ m ≤ r − 1 and n ≥ 0 we have

da,m(n) =
1

(r − 1)!

∑

0≤j1≤
D
a1

−1,...,0≤jr≤
D
ar

−1

a1j1+···+arjr≡n( mod D)

r−1
∑

k=m

[

r

k + 1

]

(−1)k−m

(

k

m

)

D−k(a1j1 + · · ·+ arjr)
k−m.

23



Romanian Journal of Mathematics and Computer Science Issue 1, Vol. 15 (2025)

Theorem 2.3. ([5, Corollary 2.10]) We have

pa(n) =
1

(r − 1)!

∑

0≤j1≤
D
a1

−1,...,0≤jr≤
D
ar

−1

a1j1+···+arjr≡n( mod D)

r−1
∏

ℓ=1

(

n− a1j1 − · · · − arjr

D
+ ℓ

)

.

Proposition 2.4. ([8, Proposition 4.2]) For any positive integer j with j|ai for some 1 ≤ i ≤ r,
we have that:

Wj(n,a) =
1

D(r − 1)!

r
∑

m=1

j
∑

ℓ=1

ρℓj

r−1
∑

k=m−1

[

r

k + 1

]

(−1)k−m+1

(

k

m− 1

)

·
∑

0≤j1≤
D
a1

−1,...,0≤jr≤
D
ar

−1

a1j1+···+arjr≡ℓ( mod j)

D−k(a1j1 + · · ·+ arjr)
k−m+1nm−1.

Theorem 2.5. ([5, Corollary 3.6])
For the polynomial part Pa(n) of the quasi-polynomial pa(n) we have

Pa(n) =
1

D(r − 1)!

∑

0≤j1≤
D
a1

−1,...,0≤jr≤
D
ar

−1

r−1
∏

ℓ=1

(

n− a1j1 − · · · − arjr

D
+ ℓ

)

.

The Bernoulli numbers Bℓ’s are defined by the identity

t

et − 1
=

∞
∑

ℓ=0

tℓ

ℓ!
Bℓ.

B0 = 1, B1 = −1
2 , B2 =

1
6 , B4 = − 1

30 and Bn = 0 is n is odd and n ≥ 1.

Theorem 2.6. ([5, Corollary 3.11] or [2, page 2])
The polynomial part of pa(n) is

Pa(n) :=
1

a1 · · · ar

r−1
∑

u=0

(−1)u

(r − 1− u)!

∑

i1+···+ir=u

Bi1 · · ·Bir

i1! · · · ir!
ai11 · · · airr n

r−1−u.

Proposition 2.7. ([8, Corollary 2.4]) For n ≥ 0 it holds that

(r − 1)!pa(n) ≡ 0 mod (j + k + 1)(j + k + 2) · · · (j + r − 1),

where k =
⌊

n
D

⌋

−
⌈

n+σ
D

⌉

+ r, σ = a1 + · · ·+ ar and
⌈

n+σ
D

⌉

− r ≤ j ≤
⌊

n
D

⌋

.

Theorem 2.8. ([11, Theorem 5.2]) Let m > 1 be a positive integer. We have that

lim
N→∞

#{n ≤ N : pa(n) 6≡ 0(mod m)}

N
≥

1
∑r

i=1 ai
.
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3. Preliminaries

Now that we have defined plane partitions in Introduction, it is natural to attempt to enumer-
ate them. Initially, it is convenient to restrict our consideration to a bounded size. We define
B(r, c, t) to be the set of all plane partitions with at most r rows and c columns and largest part
at most t, that is n11 ≤ t. According to [15, (7.109)], we have

(3.1)
∑

π∈B(r,c,t)

z|π| =

r
∏

i=1

c
∏

j=1

t
∏

k=1

1− zi+j+k−1

1− zi+j+k−2
, |z| < 1.

Let ppr,c(n) be the number of plane partitions of n with at most r rows and c columns. Let
ppr,c(0) = 0. We have that

(3.2)
∑

n=0

ppr,c(n)z
n = lim

t→∞

∑

π∈B(r,c,t)

z|π|.

On the other hand, for |z| < 1 we have

(3.3) lim
t→∞

t
∏

k=1

1− zi+j+k−1

1− zi+j+k−2
=

∞
∏

k=1

1− zi+j+k−1

1− zi+j+k−2
=

1− zi+j

1− zi+j−1
·
1− zi+j+1

1− zi+j
· · · =

1

1− zi+j−1
.

From (3.1), (3.2) and (3.3) it follows that

(3.4)
∑

n=0

ppr,c(n)z
n =

r
∏

i=1

c
∏

j=1

1

1− zi+j−1
=

r+c−1
∏

ℓ=1

1

(1− zℓ)αr,c(ℓ)
,

where
αr,c(ℓ) = #{(i, j) ∈ {1, . . . , r} × {1, . . . , c} : i+ j − 1 = ℓ}.

Note that αr,c(ℓ) = the coefficient of tℓ in the polynomial

ϕr,c(t) = (1 + t+ · · ·+ tr−1)(t+ t+ · · ·+ tc).

For convenience, we assume r ≤ c. Henceforth, it is easy to see that

αr,c(ℓ) =











ℓ, ℓ ≤ r − 1

r, r ≤ ℓ ≤ c,

r + c− ℓ, c+ 1 ≤ ℓ ≤ r + c− 1

Therefore, from (3.4) it follows that

(3.5)
∑

n=0

ppr,c(n)z
n =

1

(1− z)(1− z2)2 · · · (1− zr)r · · · (1− zc)r(1− zc+1)r−1 · · · (1− zc+r−1)
.

We consider the sequence
(3.6)

ar,c := (ℓ[αr,c(ℓ)])1≤ℓ≤r+c−1 = (1[1], 2[2], . . . , r[r], (r + 1)[r], . . . , c[r], (c+ 1)[r−1], . . . , (r + c− 1)[1]),

where ℓ[k] denotes k copies of ℓ.

Proposition 3.1. With the above notation, we have that

ppr,c(n) = par,c
(n) for all n ≥ 0.

Proof. The result follows from (3.5), (3.6) and (2.1). �
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We recall the following result:

Theorem 3.2. ([4, Theorem 1]) The generating function for strict plane partitions whose parts
lie in a set S of positive integers is

∏

i∈S

1

1− zi

∏

i<j∈S

1

1− zi+j−1
.

Let ppsr(n) be the number of strict plane partitions with at most r rows of n and ppsor (n), the
number of strict plane partitions with at most r rows with odd entries. For convenience, we set
ppsr(0) = 0 and ppsor (0) = 0.

We recall that ppsor (n) counts also the number of symmetric plane partitions with at most r
rows.

Corollary 3.3. With the above notations, for |z| < 1 we have that:

(1)
∞
∑

n=0

ppsr(n)z
n =

r
∏

i=1

1

1− zi

∏

1≤i<j≤r

1

1− zi+j−1
,

(2)
∞
∑

n=0

ppsor (n)zn =
r
∏

i=1

1

1− z2i−1

∏

1≤i<j≤r

1

1− z2(i+j−1)
.

Proof. (1) It is enough to note that ppsr(n) = the number of strict plane partitions with parts
in {1, 2, . . . , r} and then apply Theorem 3.2.

(2) Similarly, the result follows from Theorem 3.2 and the fact that ppsr(n) = the number of
strict plane partitions with parts in {1, 3, . . . , 2r − 1} �

According to Corollary 3.3(1), we have that

(3.7)
∞
∑

n=0

ppsr(n)z
n =

2r−2
∏

ℓ=1

1

(1− zℓ)αs
r(ℓ)

,

where αs
r(ℓ) = #{(i, j) : 1 ≤ i < j ≤ r and i+ j − 1 = ℓ}+

{

1, ℓ ≤ r

0, ℓ > r
. It is easy too see that

αs
r(ℓ) =

{

⌊

ℓ+2
2

⌋

, 1 ≤ ℓ ≤ r
⌊

2r−ℓ
2

⌋

, r < ℓ ≤ 2r − 2
. Hence, we consider the sequence

(3.8) asr := (ℓ[α
s
r(ℓ)])1≤ℓ≤2r−2 = (1[1], 2[2], 3[2], 4[3], . . . , r[⌊

r+2
2 ⌋], (r + 1)[⌊

r−1
2 ⌋], . . . , (2r − 2)[1]).

Proposition 3.4. With the above notation, we have that

ppsr(n) = pas
r
(n) for all n ≥ 0.

Proof. The result follows from (3.7), (3.8) and (2.1). �

According to Corollary 3.3(2), we have that

(3.9)
∞
∑

n=0

ppsor (n)zn =
4r−4
∏

ℓ=1

1

(1− zℓ)αso
r (ℓ)

,
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where αso
r (ℓ) =



















1, ℓ odd and ℓ ≤ 2r − 1
⌊

ℓ
4

⌋

, ℓ even and ℓ ≤ 2r

r −
⌈

ℓ
4

⌉

, ℓ even and 2r < ℓ ≤ 4r − 4

0, otherwise

. Hence, we consider the sequence

asor := (ℓ[α
so

r
(ℓ)])1≤ℓ≤4r−4 =(1[1], 3[1], 4[1], 5[1], 6[1], . . . , (2r − 1)[1],

(2r)[⌊
r

2⌋], (2r + 2)[⌊
r−1

2 ⌋], . . . , (4r − 4)[1]).
(3.10)

Proposition 3.5. With the above notation, we have that

ppsor (n) = paso
r
(n) for all n ≥ 0.

Proof. The result follows from (3.9), (3.10) and (2.1). �

Let Dk be the least common multiple of 1, 2, . . . , k.

Proposition 3.6. With the above notations, we have that:

(1) ppr,c(n) is a quasi-polynomial of degree rc− 1, with the period Dr+c−1, i.e.

ppr,c(n) = dr,c,rc−1(n)n
rc−1 + · · ·+ dr,c,1(n)n+ dr,c,0(n).

(2) ppsr(n) is a quasi-polynomial of degree
(

r+1
2

)

, with the period D2r−2, i.e.

ppsr(n) = ds
r,(r+1

2 )−1
(n)n(

r+1
2 )−1 + · · ·+ dsr,1(n)n+ dsr,0(n).

(3) ppsor (n) is a quasi-polynomial of degree
(

r+1
2

)

, with the period D2r−1, i.e.

ppsor (n) = dso
r,(r+1

2 )−1
(n)n(

r+1
2 )−1 + · · ·+ dsor,1(n)n+ dsor,0(n).

Proof. (1) Note that ar,c is a sequence of length rc. We denote dr,c,m := dar,c,m for all 0 ≤ m ≤
rc− 1. The result follows from Proposition 3.1 and (2.1).

(2) Similarly, the result follows from Proposition 3.4 and (2.1).
(3) Similarly, the result follows from Proposition 3.5 and (2.1). �

4. New formulas for ppr,c(n), pp
s
r(n) and ppsor (n)

We fix two integers N, s ≥ 1 and consider the numbers

(4.1) fs,N,ℓ = #{(i1, . . . , is) : i1 + · · ·+ is = ℓ, 0 ≤ it ≤ N − 1}, where 0 ≤ ℓ ≤ s(N − 1).

It is clear that fs,N,ℓ is the coefficient of tℓ of the polynomial

(4.2) fs,N (t) = (1 + t+ · · ·+ tN−1)s.

Using the binomial expansion, we have

(4.3) fs,N (t) = (1− tN )s(1− t)−s =
s

∑

i=0

(−1)i
(

s

i

)

tiN
∞
∑

j=0

(

j + s− 1

j

)

tj .

From (4.1), (4.2) and (4.3) we get:

Lemma 4.1. With the above notations, we have that

fs,N,ℓ =
∑

i,j≥0, iN+j=ℓ

(−1)i
(

s

i

)(

j + s− 1

j

)

.
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We introduce the following notations:

A ={(ℓ1, . . . , ℓr+c−1) : 0 ≤ ℓ1 ≤ D − 1, 0 ≤ ℓ2 ≤ D − 2, . . . , 0 ≤ ℓr ≤ D − r,

0 ≤ ℓr+1 ≤ r

(

D

r + 1
− 1

)

, . . . , 0 ≤ ℓc ≤ r

(

D

c
− 1

)

,

0 ≤ ℓc+1 ≤ (r − 1)

(

D

c+ 1
− 1

)

, . . . , 0 ≤ ℓr+c−1 ≤
D

c+ r − 1
− 1},

(4.4)

where D = Dr+c−1 and

(4.5) An = {(ℓ1, . . . , ℓr+c−1) ∈ A : ℓ1 + 2ℓ2 + · · ·+ (r + c− 1)ℓr+c−1 ≡ n(mod D)}.

We also let:

B ={(ℓ1, . . . , ℓ2r−2) : 0 ≤ ℓ1 ≤ D − 1, 0 ≤ ℓ2 ≤ D − 2, 0 ≤ ℓ3 ≤ D − 2, . . . ,

0 ≤ ℓr ≤

⌊

r + 2

2

⌋(

D

r
− 1

)

, 0 ≤ ℓr+1 ≤

⌊

r − 1

2

⌋(

D

r
− 1

)

, . . . ,

0 ≤ ℓ2r−2 ≤

(

D

2r − 2
− 1

)

},

(4.6)

where D = D2r−2 and

(4.7) Bn = {(ℓ1, . . . , ℓ2r−2) ∈ B : ℓ1 + 2ℓ2 + · · ·+ (2r − 2)ℓ2r−2 ≡ n(mod D)}.

Finally, we define:

C ={(ℓ1, ℓ3, ℓ4, . . . , ℓ2r, ℓ2r+2, . . . , ℓ4r−4) : 0 ≤ ℓ1 ≤ D − 1, 0 ≤ ℓ3 ≤
D

3
− 1, . . . ,

0 ≤ ℓ2r−1 ≤
D

2r − 1
− 1, 0 ≤ ℓ4 ≤

D

4
− 1, 0 ≤ ℓ6 ≤

D

6
− 1, 0 ≤ ℓ8 ≤

D

4
− 2,

. . . , 0 ≤ ℓ2r ≤
⌊r

2

⌋

(

D

2r
− 1

)

, 0 ≤ ℓ2r+2 ≤

⌊

r − 1

2

⌋(

D

2r + 2
− 1

)

,

. . . , 0 ≤ ℓ4r−4 ≤
D

4r − 4
− 1},

(4.8)

where D = D2r−1 and

Cn ={(ℓ1, ℓ3, ℓ4, . . . , ℓ2r, ℓ2r+2, . . . , ℓ4r−4) ∈ C :

ℓ1 + 3ℓ3 + · · ·+ 2rℓ2r + (2r + 2)ℓ2r+2 + · · ·+ (4r − 4)ℓ4r−4 ≡ n(mod D)}.
(4.9)

Theorem 4.2. (1) Let D := Dr+c−1. For n ≥ 0 and 0 ≤ m ≤ rc− 1 we have that

dr,c,m(n) =
1

(rc− 1)!

∑

(ℓ1,...,ℓr+c−1)∈An

r−1
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t

it

)(

jt + t− 1

jt

)

·
c
∏

t=r

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r

it

)(

jt + r − 1

jt

)

·
r+c−2
∏

t=c+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r + c− t

it

)(

jt + r + c− t− 1

jt

)

28
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·
rc−1
∑

k=m

[

rc

k + 1

]

(−1)k−m

(

k

m

)

D−k(ℓ1 + 2ℓ2 + · · ·+ (r + c− 1)ℓr+c−1)
k−m.

(2) Let D := D2r−2. For n ≥ 0 and 0 ≤ m ≤
(

r+1
2

)

− 1 we have that

dsr,m(n) =
1

((

r+1
2

)

− 1
)

!

∑

(ℓ1,...,ℓ2r−2)∈Bn

r
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t+2
2

it

)(

jt +
t+2
2 − 1

jt

)

·
2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

D−k(ℓ1 + 2ℓ2 + · · ·+ (2r − 2)ℓ2r−2)
k−m.

(3) Let D := D2r−1. For n ≥ 0 and 0 ≤ m ≤
(

r+1
2

)

− 1 we have that

dsor,m(n) =
1

((

r+1
2

)

− 1
)

!

∑

(ℓ1,ℓ3,...,ℓ4r−4)∈Cn

r
∏

t=4

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(

t
2

it

)(

jt +
t
2 − 1

jt

)

·

2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

D−k(ℓ1+3ℓ3+ · · ·+2rℓ2r+(2r+2)ℓ2r+2+ · · ·+(4r−4)ℓ4r−4)
k−m.

Proof. (1) From Proposition 3.1 and Theorem 2.2 it follows that

dr,c,m =
1

(rc− 1)!

∑

(j1,...,jrc)∈Ãn

rc−1
∑

k=m

[

rc

k + 1

]

(−1)k−m

(

k

m

)

D−k · (j1 + 2j2 + 2j3 + · · ·

+ rj(r2)+1 + · · ·+ rj(r+1
2 ) + · · ·+ cj r(2c−r−1)

2
+1

+ · · ·+ cj r(2c−r+1)
2

+ · · ·+ (r + c− 1)jrc)
k−m,

where Ãn = {(j1, j2, . . . , jrc) : 0 ≤ j1 ≤ D−1, 0 ≤ j2 ≤
D
2 −1, 0 ≤ j3 ≤

D
2 −1, . . . , 0 ≤ j(r2)+1 ≤

D
r
− 1, . . . , 0 ≤ j(r+1

2 ) ≤
D
r
− 1, . . . , 0 ≤ j r(2c−r−1)

2
+1

≤ D
c
− 1, . . . , 0 ≤ j r(2c−r+1)

2

≤ D
c
− 1, . . . , 0 ≤

jrc ≤ D
r+c−1 − 1 with j1 + 2j2 + 2j3 + · · · + rj(r2)+1 + · · · + rj(r+1

2 ) + · · · + cj r(2c−r−1)
2

+1
+ · · · +

cj r(2c−r+1)
2

+ · · ·+ (r + c− 1)jrc ≡ n(mod D)}.

We denote ℓ1 = j1, ℓ2 = j2 + j3, . . . , ℓr = j(r2)+1 + · · · + j(r+1
2 ), . . . , ℓc = j r(2c−r−1)

2
+1

+ · · · +

j r(2c−r+1)
2

, . . . , ℓr+c−1 = jrc. From (4.1) and (4.5) it follows that

dr,c,m =
1

(rc− 1)!

∑

(ℓ1,...,ℓr+c−1)∈An

r+c−1
∏

t=1

fs(t),N(t),ℓt

rc−1
∑

k=m

[

rc

k + 1

]

(−1)k−m

(

k

m

)

·D−k(ℓ1 + 2ℓ2 + · · ·+ (r + c− 1)ℓr+c−1)
k−m,

(4.10)
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where s(t) =











t, 1 ≤ t ≤ r − 1

r, r ≤ t ≤ c

c+ r − t, c+ 1 ≤ t ≤ c+ r − 1

and N(t) = D
t
− 1. Since

r+c−1
∏

t=1

fs(t),N(t),ℓt =
r−1
∏

t=1

ft,D
t
−1,ℓt

c
∏

t=r

fr,D
t
−1,ℓt

r+c−1
∏

t=c+1

fr+c−t,D
t
−1,ℓt

,

from (4.10) and Lemma 4.1 we get the required results.
(2) From (3.8), Proposition 3.4 and Theorem 2.2 it follows that

dsr,m(n) =
1

((

r+1
2

)

− 1
)

!

∑

(j1,...,j(r+1
2 ))∈B̃n

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

D−k

· (j1 + 2j2 + 2j3 + · · ·+ (2r − 2)j(r+1
2 ))

k−m,

where B̃n = {(j1, j2, . . . , j(r+1
2 )) : 0 ≤ j1 ≤ D − 1, 0 ≤ j2 ≤ D

2 − 1, 0 ≤ j3 ≤ D
2 − 1, . . . ,

0 ≤ j(r+1
2 ) ≤

D
2r−2 − 1 with j1 + 2j2 + 2j3 + · · ·+ (2r − 2)j(r+1

2 ) ≡ n(mod D)}.

We denote ℓ1 = j1, ℓ2 = j2 + j3, ℓ3 = j4 + j5, . . . , ℓ2r−2 = j(r+1
2 ). From (4.1) and (4.7) it

follows that

dsr,m(n) =
1

((

r+1
2

)

− 1
)

!

∑

(ℓ1,...,ℓ2r−2)∈Bn

2r−2
∏

t=1

fs(t),N(t),ℓt

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

·D−k(ℓ1 + 2ℓ2 + 2ℓ3 + · · ·+ (2r − 2)ℓ2r−2)
k−m,

(4.11)

where s(t) =

{

⌊

t+2
2

⌋

, 1 ≤ t ≤ r
⌊

2r−t
2

⌋

, r < t ≤ 2r − 2
and N(t) = D

t
− 1.

Now, the conclusion follows from (4.11) and Lemma 4.1.
(3) From (3.10), Proposition 3.5 and Theorem 2.2 it follows that

dsor,m(n) =
1

((

r+1
2

)

− 1
)

!

∑

(j1,...,j(r+1
2 ))∈C̃n

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

D−k

· (j1 + 3j2 + 4j3 + · · ·+ (4r − 4)j(r+1
2 ))

k−m,

where C̃n = {(j1, j2, . . . , j(r+1
2 )) : 0 ≤ j1 ≤ D − 1, 0 ≤ j2 ≤ D

3 − 1, 0 ≤ j2 ≤ D
4 − 1, . . . ,

0 ≤ j(r+1
2 ) ≤

D
4r−4 − 1 with j1 + 3j2 + 4j3 + · · · + (4r − 4)j(r+1

2 ) ≡ n(mod D)}. From (4.1) and

(4.9) it follows that

dsor,m(n) =
1

((

r+1
2

)

− 1
)

!

∑

(ℓ1,ℓ3,...,ℓ4r−4)∈Cn

4r−4
∏

t=1

fs(t),N(t),ℓt

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

·D−k(ℓ1 + 3ℓ3 + · · ·+ 2rℓ2r + (2r + 2)ℓ2r+2 + · · ·+ (4r − 4)ℓ4r−4)
k−m,

(4.12)
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where s(t) =



















1, ℓ odd and t ≤ 2r − 1
⌊

t
4

⌋

, t even and t ≤ 2r

r −
⌈

t
4

⌉

, ℓ even and 2r < t ≤ 4r − 4

0, otherwise

and N(t) = D
t
− 1.

Now, the conclusion follows from (4.12) and Lemma 4.1. �

Theorem 4.3. (1) Let D := Dr+c−1. For n ≥ 0 we have that

ppr,c(n) =
1

(rc− 1)!

∑

(ℓ1,...,ℓr+c−1)∈An

r−1
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t

it

)(

jt + t− 1

jt

)

·
c
∏

t=r

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r

it

)(

jt + r − 1

jt

)

·
r+c−2
∏

t=c+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r + c− t

it

)(

jt + r + c− t− 1

jt

)

·
rc−1
∏

s=1

(

n− ℓ1 − 2ℓ2 − · · · − (r + c− 1)ℓr+c−1

D
+ s

)

.

(2) Let D := D2r−2. For n ≥ 0 we have that

ppsr(n) =
1

((

r+1
2

)

− 1
)

!

∑

(ℓ1,...,ℓ2r−2)∈Bn

r
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t+2
2

it

)(

jt +
t+2
2 − 1

jt

)

·
2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·

(r+1
2 )−1
∏

s=1

(

n− ℓ1 − 2ℓ2 − · · · − (2r − 2)ℓ2r−2

D
+ s

)

.

(3) Let D := D2r−1. For n ≥ 0 we have that

ppsor (n) =
1

((

r+1
2

)

− 1
)

!

∑

(ℓ1,ℓ3,...,ℓ4r−4)∈Cn

r
∏

t=4

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(

t
2

it

)(

jt +
t
2 − 1

jt

)

·
2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

D−k(ℓ1+3ℓ3+ · · ·+2rℓ2r+(2r+2)ℓ2r+2+ · · ·+(4r−4)ℓ4r−4)
k−m

·

(r+1
2 )−1
∏

s=1

(

n− ℓ1 − 3ℓ2 − · · · − (4r − 4)ℓ4r−4

D
+ s

)

.
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Proof. (1) From Proposition 3.1 and Theorem 2.3 it follows that

ppr,c(n) =
1

(rc− 1)!

∑

(j1,...,jrc)∈Ãn

rc−1
∏

t=1

(

n− j1 − 2j2 − 2j3 − · · ·

D

−rj(r2)+1 − · · · − rj(r+1
2 ) − · · · − cj r(2c−r−1)

2
+1

− · · · − cj r(2c−r+1)
2

− · · · − (r + c− 1)jrc

D
+ t

)

,

where Ãn was defined in the proof of Theorem 4.2(1).
Denoting ℓ1 = j1, ℓ2 = j2 + j3, . . . , ℓr = j(r2)+1 + · · · + j(r+1

2 ), . . . , ℓc = j r(2c−r−1)
2

+1
+ · · · +

j r(2c−r+1)
2

, . . . , ℓr+c−1 = jrc, we get the required result, using a similar arguing as in the proof of

aforementioned Theorem 4.2.
(2) The proof is similar, using Proposition 3.4 and Theorem 2.3.
(3) The proof is similar, using Proposition 3.5 and Theorem 2.3. �

The Bernoulli polynomials are defined by

Bn(x) =
n
∑

k=0

(

n

k

)

Bn−kx
k.

For a = (a1, . . . , ak), the Bernoulli-Barnes numbers (see [1]) are

Bj(a) =
∑

i1+···+ij=j

(

j

i1, . . . , ik

)

Bi1 · · ·Bika
i1
1 · · · aikk .

Let R,D ≥ 1 be two integers. We consider the RD ×RD determinant:

(4.13) ∆(D,R) :=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

B1(
1
D
)

1 · · · B1(1)
1 · · ·

BR( 1
D
)

R
· · · BR(1)

R
B2(

1
D
)

2 · · · B2(1)
2 · · ·

BR+1(
1
D
)

R+1 · · ·
BR+1(1)
R+1

...
...

...
...

...
...

...
BRD( 1

D
)

RD
· · · BRD(1)

RD
· · ·

BRD+R−1(
1
D
)

RD+R−1 · · ·
BRD+R−1(1)
RD+R−1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

To be more precise, the element on the row m and column v + Dℓ in ∆(D,R) is
Bm+ℓ−1(

v
D
)

m+ℓ−1 ,
where 1 ≤ m ≤ RD, 1 ≤ v ≤ D and 0 ≤ ℓ ≤ R− 1.

Proposition 4.4. (1) Let D := Dr+c−1. If ∆(D, rc) 6= 0 then ppr,c(n) can be expressed

in terms of Bj

(

v
D

)

, where 1 ≤ v ≤ D and 1 ≤ j ≤ rcD + rc − 1, and Bj(ar,c) with
rc ≤ j ≤ rcD + rc− 1.

(2) Let D := D2r−2. If ∆(D,
(

r+1
2

)

) 6= 0 then ppsr(n) can be expressed in terms of Bj

(

v
D

)

,

where 1 ≤ v ≤ D and 1 ≤ j ≤
(

r+1
2

)

D +
(

r+1
2

)

− 1, and Bj(a
s
r) with

(

r+1
2

)

≤ j ≤
(

r+1
2

)

D +
(

r+1
2

)

− 1.

(3) Let D := D2r−1. If ∆(D,
(

r+1
2

)

) 6= 0 then ppsor (n) can be expressed in terms of Bj

(

v
D

)

,

where 1 ≤ v ≤ D and 1 ≤ j ≤
(

r+1
2

)

D +
(

r+1
2

)

− 1, and Bj(a
so
r ) with

(

r+1
2

)

≤ j ≤
(

r+1
2

)

D +
(

r+1
2

)

− 1.
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Proof. (1) According to [7, (1.8)], we have that

(4.14)
rc−1
∑

m=0

D
∑

v=1

dr,c,m(n)Dn+mBn+m+1

(

v
D

)

n+m+ 1
=

(−1)rcn!

(n+ rc)!
Brc+n(ar,c)− δ0n.

Taking n = 0, 1, . . . , rcD− 1 in (4.14) and seing dr,c,m’s as unknowns, we obtain a linear system
of type rcD × rcD, whose determinant is ∆(D, rc). Therefore, if ∆(D, rc) 6= 0, then dr,c,m(n)’s
are the solutions of the aforementioned system. Hence, since

ppr,c(n) = dr,c,m(n)nrc−1 + · · ·+ dr,c,1(n)n+ dr,c,0(n),

we get the required result.
(2,3) The proofs are similar to the proof of (1). �

5. The polynomial part and Sylvester waves of ppr,c(n), pp
s
r(n) and ppsor (n)

We recall the following basic facts on quasi-polynomials [15, Proposition 4.4.1]:

Proposition 5.1. The following conditions on a function f : N → C and integer D > 0 are
equivalent:

(i) f(n) is a quasi-polynomial of period D.

(ii)
∑∞

n=0 f(n)z
n = L(z)

M(z) , where L(z),M(z) ∈ C[z], every zero λ of M(z) satisfies λD = 1

(provided L(z)
M(z) has been reduced to lowest terms), and degL(z) < degM(z).

(iii) For all n ≥ 0, f(n) =
∑

λD=1 Fλ(n)λ
−n, where each Fλ(n) is a polynomial function.

Moreover, degFλ(n) ≤ m(λ)− 1, where m(λ) = multiplicity of λ as a root of M(z).

We define the polynomial part of f(n) to be the polynomial function F (n) = F1(n), with the
notation of Proposition 5.1. The polynomial part F (n) of a quasi-polynomial f(n) gives a rough
approximation of f(n), which is useful for studying the asymptotic behaviour of f(n), when
n ≫ 0. If a = (a1, . . . , ar) is a sequence of positive integers and pa(n) is the restricted partition
function associated to a, we denote Pa(n), the polynomial part of pa(n). Several formulas of
Pa(n) were given in [2], [5] and [10].

Definition 5.2. With the above notations, we define:

(1) The polynomial part of ppr,c(n) is the function PPr,c(n) := Par,c(n), n ≥ 0.
(2) The polynomial part of ppsr(n) is the function PPs

r(n) := Pas
r
(n), n ≥ 0.

(3) The polynomial part of ppr,c(n) is the function PPso
r (n) := Paso

r
(n), n ≥ 0.

Theorem 5.3. (1) Let D := Dr+c−1. For n ≥ 0 we have that

PPr,c(n) =
1

D(rc− 1)!

∑

(ℓ1,...,ℓr+c−1)∈A

r−1
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t

it

)(

jt + t− 1

jt

)

·
c
∏

t=r

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r

it

)(

jt + r − 1

jt

)

·
r+c−2
∏

t=c+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r + c− t

it

)(

jt + r + c− t− 1

jt

)
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·
rc−1
∏

s=1

(

n− ℓ1 − 2ℓ2 − · · · − (r + c− 1)ℓr+c−1

D
+ s

)

.

(2) Let D := D2r−2. For n ≥ 0 we have that

PPs
r(n) =

1

D
((

r+1
2

)

− 1
)

!

∑

(ℓ1,...,ℓ2r−2)∈B

r
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t+2
2

it

)(

jt +
t+2
2 − 1

jt

)

·
2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·

(r+1
2 )−1
∏

s=1

(

n− ℓ1 − 2ℓ2 − · · · − (2r − 2)ℓ2r−2

D
+ s

)

.

(3) Let D := D2r−1. For n ≥ 0 we have that

PPso
r (n) =

1

D
((

r+1
2

)

− 1
)

!

∑

(ℓ1,ℓ3,...,ℓ4r−4)∈C

r
∏

t=4

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(

t
2

it

)(

jt +
t
2 − 1

jt

)

·
2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·

(r+1
2 )−1
∑

k=m

[
(

r+1
2

)

k + 1

]

(−1)k−m

(

k

m

)

D−k(ℓ1+3ℓ3+ · · ·+2rℓ2r+(2r+2)ℓ2r+2+ · · ·+(4r−4)ℓ4r−4)
k−m

·

(r+1
2 )−1
∏

s=1

(

n− ℓ1 − 3ℓ2 − · · · − (4r − 4)ℓ4r−4

D
+ s

)

.

Proof. (1) The proof is similar to the proof of Theorem 4.3, using Proposition 3.1, Theorem 2.5
and (4.4).

(2) The proof is similar to the proof of Theorem 4.3, using Proposition 3.4, Theorem 2.5 and
(4.6).

(3) The proof is similar to the proof of Theorem 4.3, using Proposition 3.5, Theorem 2.5 and
(4.8). �

Theorem 5.4. (1) The polynomial part of ppr,c(n) is

PPr,c(n) =
1

1 · 22 · · · (r − 1)r−1(r · (r + 1) · · · c)r · (c+ 1)r−1 · · · (r + c− 1)

·
rc−1
∑

u=0

(−1)u

(rc− 1− u)!

∑

i1+···+irc=u

Bi1 · · ·Birc

i1! · · · irc!
1i12i22i3 · · · (r + c− 1)ircnrc−1−u.
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(2) The polynomial part of ppsr(n) is

PPs
r(n) =

1

1 · 22 · 32 · · · r⌊
r+2
2 ⌋ · (r + 1)⌊

r−1
2 ⌋ · · · (2r − 2)

(r+1
2 )−1
∑

u=0

(−1)u

(
(

r+1
2

)

− 1− u)!

·
∑

i1+···+i(r+1
2 )=u

Bi1 · · ·Bi(r+1
2 )

i1! · · · i(r+1
2 )!

1i12i22i3 · · · (2r − 2)
i(r+1

2 )n(
r+1
2 )−1−u.

(3) The polynomial part of ppsor (n) is

PPso
r (n) =

1

1 · 3 · 4 · 5 · 6 · 7 · 82 · · · (2r − 1) · (2r)⌊
r
2⌋(2r + 2)⌊

r−1
2 ⌋ · · · (4r − 4)

·

(r+1
2 )−1
∑

u=0

(−1)u

(
(

r+1
2

)

− 1− u)!

∑

i1+···+i(r+1
2 )=u

Bi1 · · ·Bi(r+1
2 )

i1! · · · i(r+1
2 )!

1i13i24i3 · · · (4r − 4)
i(r+1

2 )n(
r+1
2 )−1−u.

Proof. (1) It follows from (3.6), Proposition 3.1 and Theorem 2.6.
(2) It follows from (3.8), Proposition 3.4 and Theorem 2.6.
(3) It follows from (3.10), Proposition 3.5 and Theorem 2.6. �

As in (2.2), we can write

ppr,c(n) =
∑

j≥1

Wj(n, r, c), where Wj(n, r, c) = Wj(n,ar,c),

ppsr(n) =
∑

j≥1

W s
j (n, r), where W s

j (n, r) = Wj(n,a
s
r),

ppsor (n) =
∑

j≥1

W so(n, r), where W so
j (n, r) = Wj(n,a

so
r ).

Also, for 1 ≤ ℓ ≤ j, we consider the sets:

Aℓ,j = {(ℓ1, . . . , ℓr+c−1) ∈ A : ℓ1 + 2ℓ2 + · · ·+ (r + c− 1)ℓr+c−1 ≡ ℓ(mod j)}.

Bℓ,j = {(ℓ1, . . . , ℓ2r−2) ∈ B : ℓ1 + 2ℓ2 + · · ·+ (2r − 2)ℓ2r−2 ≡ ℓ(mod j)}.

Cℓ,j = {(ℓ1, ℓ3, ℓ4, . . . , ℓ2r, ℓ2r+2, . . . , ℓ4r−4) ∈ C : ℓ1 + 3ℓ3 + · · ·+

+ 2rℓ2r + (2r + 2)ℓ2r+2 + · · ·+ (4r − 4)ℓ4r−4 ≡ ℓ(mod j)}.
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Theorem 5.5. With the above notations, we have that:

(1) Let D := Dr+c−1. For n ≥ 0 we have that

Wj(n, r, c) =
1

D(rc− 1)!

rc
∑

m=1

j
∑

ℓ=1

e
2πℓi
j

rc−1
∑

k=m−1

[

rc

k + 1

]

(−1)k−m+1

(

k

m− 1

)

D−k

·
∑

(ℓ1,...,ℓr+c−1)∈Aℓ,j

r−1
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t

it

)(

jt + t− 1

jt

)

·
c
∏

t=r

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r

it

)(

jt + r − 1

jt

)

·
r+c−2
∏

t=c+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

r + c− t

it

)(

jt + r + c− t− 1

jt

)

·(ℓ1 + 2ℓ2 + · · ·+ (r + c− 1)ℓr+c−1)
k−m+1nm−1.

(2) Let D := D2r−2. For n ≥ 0 we have that

W s
j (n, r) =

1

D(
(

r+1
2

)

− 1)!

(r+1
2 )

∑

m=1

j
∑

ℓ=1

e
2πℓi
j

(r+1
2 )−1
∑

k=m−1

[
(

r+1
2

)

k + 1

]

(−1)k−m+1

(

k

m− 1

)

D−k

·
∑

(ℓ1,...,ℓ2r−2)∈Bℓ,j

r
∏

t=2

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(

t+2
2

it

)(

jt +
t+2
2 − 1

jt

)

·
2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
t
−1)+jt=ℓt

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·(ℓ1 + 2ℓ2 + · · ·+ (2r − 2)ℓ2r−2)
k−mnm−1.

(3) Let D := D2r−1. For n ≥ 0 we have that

W so
j (n, r) =

1

D(
(

r+1
2

)

− 1)!

(r+1
2 )

∑

m=1

j
∑

ℓ=1

e
2πℓi
j

(r+1
2 )−1
∑

k=m−1

[
(

r+1
2

)

k + 1

]

(−1)k−m+1

(

k

m− 1

)

D−k

·
∑

(ℓ1,ℓ3,ℓ4,...,ℓ2r ,ℓ2r+2,...,ℓ4r−4)∈Cℓ,j

r
∏

t=4

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(

t
2

it

)(

jt +
t
2 − 1

jt

)

·

2r−4
∏

t=r+1

∑

it,jt≥0, it(
D
2t
−1)+jt=ℓ2t

(−1)it
(2r−t

2

it

)(

jt +
2r−t
2 − 1

jt

)

·(ℓ1 + 3ℓ3 + · · ·+ 2rℓ2r + (2r + 2)ℓ2r+2 + · · ·+ (4r − 4)ℓ4r−4)
k−mnm−1.

Proof. (1) The result follows from Proposition 3.1 and Proposition 2.4.
(2) The result follows from Proposition 3.4 and Proposition 2.4.
(3) The result follows from Proposition 3.5 and Proposition 2.4. �
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6. Some congruences for ppr,c(n), pp
s
r(n) and ppsor (n)

Using the notations from (3.6), (3.8) and (3.10), we define:

σr,c :=
r+c−1
∑

ℓ=1

ℓαr,c(ℓ), σ
s
r :=

2r−2
∑

ℓ=1

ℓαs
r(ℓ), σ

so
r :=

4r−4
∑

ℓ=1

ℓαso
r (ℓ).

Lemma 6.1. We have that:

(1) σr,c =
rc(r+c)

2 .

(2) σs
r = r(r2+1)

2 .

(3) σso
r = r3.

Proof. (1) According to (3.4) we have that

σr,c =

r
∑

i=1

c
∑

j=1

(i+ j − 1) =

r
∑

i=1

((i− 1)c+

(

c+ 1

2

)

) = c

(

r

2

)

+ r

(

c+ 1

2

)

=
rc(r + c)

2
.

(2) According to Corollary 3.3(1) and (3.7) we have that

σs
r =

r
∑

i=1

i+
∑

1≤i<j≤r

(i+ j − 1) =

(

r + 1

2

)

+
r

∑

i=1

r
∑

j=i+1

(i+ j − 1) =

=

(

r + 1

2

)

+
r

∑

i=1

(i(r − i) +

(

r

2

)

−

(

i

2

)

) =

=

(

r + 1

2

)

+ r

(

r + 1

2

)

−
r(r + 1)(2r + 1)

4
+ r

(

r

2

)

+
1

2

(

r + 1

2

)

=
r(r2 + 1)

2
.

(3) First, note that, from the proof of (2) it follows that

∑

1≤i<j≤r

(i+ j − 1) =
r(r2 + 1)

2
−

r(r + 1)

2
=

r2(r − 1)

2
.

Therefore, according to Corollary 3.3(2) and (3.9), it follows that

σso
r =

r
∑

i=1

(2i− 1) + 2
∑

1≤i<j≤r

(i+ j − 1) = r2 + r2(r − 1) = r3,

which concludes the proof. �

Proposition 6.2. (1) For n ≥ 0 it holds that

(rc− 1)! · ppr,c(n) ≡ 0 mod (j + k + 1)(j + k + 2) · · · (j + rc− 1),

where D = Dr+c−1, k =
⌊

n
D

⌋

−
⌈

2n+rc(r+c)
2D

⌉

+ rc and
⌈

2n+rc(r+c)
2D

⌉

− rc ≤ j ≤
⌊

n
D

⌋

.

(2) For n ≥ 0 it holds that
((

r + 1

2

)

− 1

)

! · ppsr(n) ≡ 0 mod (j + k + 1)(j + k + 2) · · · (j +

(

r + 1

2

)

− 1),

where D = D2r−2, k =
⌊

n
D

⌋

−
⌈

2n+r(r2+1)
2D

⌉

+
(

r+1
2

)

and
⌈

2n+r(r2+1)
2D

⌉

−
(

r+1
2

)

≤ j ≤
⌊

n
D

⌋

.
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(3) For n ≥ 0 it holds that
((

r + 1

2

)

− 1

)

! · ppsr(n) ≡ 0 mod (j + k + 1)(j + k + 2) · · · (j +

(

r + 1

2

)

− 1),

where D = D2r−1, k =
⌊

n
D

⌋

−
⌈

n+r3

D

⌉

+
(

r+1
2

)

and
⌈

n+r3

D

⌉

−
(

r+1
2

)

≤ j ≤
⌊

n
D

⌋

.

Proof. (1) It follows from (3.6), Proposition 3.1, Lemma 6.1(1) and Proposition 2.7.
(2) It follows from (3.8), Proposition 3.4, Lemma 6.1(2) and Proposition 2.7.
(3) It follows from (3.10), Proposition 3.5, Lemma 6.1(3) and Proposition 2.7. �

Theorem 6.3. If m > 1 is a positive integer, then

(1) lim
N→∞

#{n ≤ N : ppr,c(n) 6≡ 0(mod m)}

N
≥

2

rc(r + c)
.

(2) lim
N→∞

#{n ≤ N : ppsr(n) 6≡ 0(mod m)}

N
≥

2

r(r2 + 1)
.

(3) lim
N→∞

#{n ≤ N : ppsor (n) 6≡ 0(mod m)}

N
≥

1

r3
.

Proof. (1) The result follows from Theorem 2.8 and Lemma 6.1(1).
(2) The result follows from Theorem 2.8 and Lemma 6.1(2).
(3) The result follows from Theorem 2.8 and Lemma 6.1(3). �
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[8] M. Cimpoeaş, Remarks on the restricted partition function, Math. Rep. (Bucur.) 23(73)(4) (2021), 425-436.
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