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1. Introduction and Preliminaries

Let K be a nonempty subset of a normed space B and A : K → B an operator.
i. A is said to be L-Lipschitzian if there exists a constant L > 0, such that

∥Ap−Aq∥ ≤ L∥p− q∥ for all p, q ∈ K.

ii. A is said to be ω-inverse strongly monotone (ω-ism) if there exist a constant ω > 0 such that

⟨Ap−Aq, p− q⟩ ≥ ω∥p− q∥2 for all p, q ∈ K.

Let K be a nonempty closed convex subset of B. We use PK to denote the projection from B onto K;
namely, for p ∈ B, PKp is the unique point in K with the property:

∥p− PKp∥ = inf {∥p− q∥ : q ∈ K} .
The projection operator PK : B → B is nonexpansive mapping.
Now let’s remember the definition of alternating point again.

Definition 1.1. ([2]). Let B be a metric space, K1 and K2 be nonempty subsets of B. We say p ∈ K1

and q ∈ K2 are altering points of mappings A1 : K1 → K2 and A2 : K2 → K1 if

(1.1)

{
A1(p) = q
A2(q) = p

Sahu [2] proved some convergence results for Lipschitz continuous mappings that have altering points
using Picard, Mann, and S-iteration processs. He also introduced the parallel-S iteration process to reach
the altering points of nonlinear mappings as follows:

(1.2)

{
pf+1 = A2 [(1− αf ) qf + αfA1pf ]
qf+1 = A1 [(1− αf ) pf + αfA2qf ]

where (p1, q1) ∈ K1 ×K2 and {αf} is a real sequence in [0, 1].
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Sahu et al. [1] proposed a parallel Mann iteration process as follows:

(1.3)

{
pf+1 = (1− αf ) pf + αfA2qf
qf+1 = (1− αf ) qf + αfA1pf

where (p1, q1) ∈ K1 ×K2 and {αf} is a real sequence in [0, 1].
The authors in [1] compared the convergence results between the iteration processes (1.2) and (1.3).

They showed that convergence speed of the iteration process (1.2) is better than the iteration process
(1.3). They also gave a numerical example for it. After, Sintunavarat and Pitea [3] iteration process
defined two parallel fixed point iteration processs as follows:

(1.4) pf+1 = (1− αf )A2zf + αfA2wf qf+1 = (1− αf )A1uf + αfA1vf
zf = (1− βf ) qf + βfwf uf = (1− βf ) pf + βfvf

wf = (1− γf ) qf + γfA1pf vf = (1− γf ) pf + γfA2qf

Taking γf = 1 for all f ∈ N in iteration process (1.4), it reduces the following iteration process:

(1.5) pf+1 = (1− αf )A2zf + αfA2wf qf+1 = (1− αf )A1uf + αfA1vf
zf = (1− βf ) qf + βfwf uf = (1− βf ) pf + βfvf

wf = A1pf vf = A2qf

where {αf} , {βf} and {γf} are real sequences in [0, 1].
Sintunavarat and Pitea [3] iteration process showed that iteration process (1.5) has a better convergence

speed than iteration process (1.2) using a numerical example under suitable conditions. Moreover, they
analyzed the data dependency result of this iteration process.

Now, we will give some known results:

Lemma 1.2. ([4]) Let B be a metric space. For a given z ∈ B, p ∈ K satisfies the inequality

⟨p− z, q − p⟩ ≥ 0,∀q ∈ K

if and only if

p = PK [z]

where PK is the projection of B onto K. In addition, the projection operator PK is nonexpansive and
satisfies ⟨p− q, PKp− PKq⟩ ≥ ∥PKp− PKq∥2, for all p, q ∈ B.

Lemma 1.3. ([5]) Let K1 and K2 be nonempty closed convex subsets of a normed space B. Let A1 :
K1 → B and A2 : K2 → B be nonlinear operators and let δ and θ be positive real numbers. Define
Q = I − δA1 and W = I − θA2. Then the following are equivalent:

i) p∗ and q∗ are altering points of mappings PK2
U and PK1

V .
ii) (p∗, q∗) ∈ K1 ×K2 is a solution of the following system of variational inequalities:
Find (p∗, q∗) ∈ K1 ×K2 such that{

⟨q∗ −Q (p∗) , p− q∗⟩ ≥ 0 for all p ∈ K2

⟨p∗ −Q (q∗) , p− p∗⟩ ≥ 0 for all p ∈ K1.

Definition 1.4. ([4]) Let B be a metric space and A,S : B → B be two operators. S is called an
approximate operator of A for all p ∈ B and a fixed ε > 0 if ∥Ap− Sp∥ ≤ ε.

Lemma 1.5. ([4]) Let {γf} be a real sequence and there exists f0 ∈ N such that, for all f ≥ f0 satisfying
the following condition:

γf+1 ≤ (1− σf ) γf + σfρf ,

where σf ∈ (0, 1) such that
∑∞

f=1 σf = ∞. Then, the following inequality holds:

0 ≤ lim
f→∞

sup γf ≤ lim
f→∞

sup ρf .
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2. Main Results

Now, we introduce the following iteration process for the altering points of the Lipschitz mappings:
Let K1 and K2 be nonempty convex subsets of a normed space B. Also, let A1 : K1 → K2 and

A2 : K2 → K1 be two mappings. For (p1, q1) ∈ K1 ×K2, our iteration method is as follows:

(2.1)

 pf+1 = A2zf
zf = A1A2wf

wf = A1[(1− αf )A2qf + αfA2A1pf ]

qf+1 = A1uf

uf = A2A1vf
vf = A2[(1− αf )A1pf + αfA1A2qf ]

where {αf} is a real sequence in [0, 1].
The state of the above iteration given in K1 ×K2 in K1 is as follows. We will also use this to prove

the following theorem in a simpler way.

 pf+1 = Azf
zf = A2wf

wf = A[(1− αf )Apf + αfA
2pf ]

Theorem 2.1. Assume that K1 and K2 are nonempty closed convex subsets of a Banach space B. We
also suppose that A1 : K1 → K2 and A2 : K2 → K1 be two Lipschitz mappings with constants L1 and L2

such that L1L2 < 1. Then,
i. There exists a unique point (p, q) ∈ K1 ×K2 such that p and q are altering points of mappings A1

and A2.
ii. For arbitrary p1 ∈ K1, the sequence {(pf , qf )} ∈ K1 ×K2 generated by (2.1) converges to (p, q).

Proof. If A1 : K1 → K2 and A2 : K2 → K1 are two Lipschitz continuous mappings with Lipschitz
constants L1 and L2 such that L1L2 < 1, we know that the mapping A := A2A1 : K1 → K1 is
contraction. If A is contraction, we know that A2 is also contraction. Therefore, there exists a unique
point (p, q) ∈ K1 × K2 such that p and q are altering points of mappings A1 and A2. From (2.1) and
Definition 1.1, we have

∥pf+1 − p∥ = ∥Azf − p∥(2.2)

= ∥A2A1zf −A2q∥
≤ L2∥A1zf − q∥
= L2∥A1zf −A1p∥
≤ L2L1∥zf − p∥

and

∥zf − p∥ = ∥A2wf − p∥(2.3)

= ∥(A2A1)
2wf − (A2A1)p∥

≤ L2
1L

2
2∥wf − p∥.
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From hypothesis, we know that L1L2 < 1. Using (2.3) and L1L2 < 1 , we get

∥wf − p∥ = ∥A[(1− αf )Apf + αfA
2pf ]− p∥(2.4)

= ∥A2A1[(1− αf )Apf + αfA
2pf ]−A2q∥

≤ L2∥A1[(1− αf )Apf + αfA
2pf ]− q∥

= L2∥A1[(1− αf )Apf + αfA
2pf ]−A1p∥

= L2L1[(1− αf )∥Apf − p∥+ αf∥A2pf − p∥]
= L2L1[(1− αf )∥A2A1pf −A2q∥+ αf∥(A2A1)

2pf − (A2A1)p∥]
≤ L2L1[(1− αf )L2∥A1pf − q∥+ αfL2L1∥(A2A1)pf − p∥]
= L2L1[(1− αf )L2∥A1pf −A1p∥+ αfL2L1∥(A2A1)pf − (A2A1)p∥]
≤ L2L1[(1− αf )L2L1∥pf − p∥+ αfL

2
2L

2
1∥pf − p∥]

= L2
2L

2
1[(1− αf + αfL2L1)∥pf − p∥]

= L2
2L

2
1(1− (1− L2L1)αf )∥pf − p∥.

If (2.2), (2.3) and (2.4) are combined, we obtain

∥pf+1 − p∥ ≤ L2L1L
2
2L

2
1L

2
2L

2
1[1− (1− L2L1)αf ]∥pf − p∥

= L5
2L

5
1[1− (1− L2L1)αf ]∥pf − p∥

≤ (L2L1)
5∥pf − p∥

which implies that

(2.5) ∥pf+1 − p∥ ≤ (L2L1)
5f∥p1 − p∥.

If we take limit on both sides of (2.5) and using L1L2 < 1, we have

lim
f→∞

∥pf − p∥ = 0.

Also, since A1 is a continuous mapping, we have qf = A1pf → A1p = q. Thus, we obtain that (pf , qf ) →
(p, q). □

Now, we will show that the convergence of the parallel iteration method (2.1) to the unique altering
points of the Lipschitz mappings. We also give a data dependence result for the parallel iteration method
(2.1).

Theorem 2.2. Assume that K1 and K2 are nonempty closed convex subsets of a Banach space B. We
also suppose that A1 : K1 → K2 and A2 : K2 → K1 be two Lipschitz mappings with constants L1 and L2

such that L1 + L2 < 1. Then, the sequence {(pf , qf )} in K1 ×K2 generated by (2.1) converges strongly
to a unique point (p, q) in K1 ×K2 so that p and q are altering points of mappings A1 and A2.

Proof. From Theorem 2.1, we know that there exists a unique point (p, q) in K1 × K2 so that p and q
are altering points of mappings A1 and A2. From the method (2.1) and Definition 1.1, we have

∥pf+1 − p∥ = ∥ A2zf −A2q ∥(2.6)

≤ L2 ∥ zf − q ∥
and

∥zf − q∥ = ∥A1A2wf − q∥(2.7)

= ∥A1A2wf −A1p∥
≤ L1∥A2wf − p∥
= L1∥A2wf −A2q∥
≤ L1L2∥wf − q∥.
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Using (2.7), we have

∥wf − q∥ = ∥A1[(1− αf )A2qf + αfA2A1pf ]− q∥(2.8)

= ∥A1[(1− αf )A2qf + αfA2A1pf ]−A1p∥
≤ L1 ∥(1− αf )A2qf + αfA2A1pf − p∥
= L1 ∥(1− αf )A2qf + αfA2A1pf −A2q∥
≤ L1 [(1− αf ) ∥A2qf −A2q∥+ αf ∥A2A1pf −A2q∥]
≤ L1 [(1− αf )L2 ∥qf − q∥+ αfL2 ∥A1pf − q∥]
≤ L1 [(1− αf )L2 ∥qf − q∥+ αfL2L1 ∥pf − p∥]
≤ L1L2(1− αf )∥qf − q∥+ αfL

2
1L2∥pf − p∥.

Combine (2.6), (2.7) and (2.8), we obtain

∥pf+1 − p∥ ≤ L2[L1L2∥wf − q∥](2.9)

≤ L1L
2
2[L1L2(1− αf )∥qf − q∥+ αfL

2
1L2∥pf − p∥]

≤ L1[∥qf − q∥+ ∥pf − p∥].

We can also obtain the following inequality can be obtained using the similar processes in (2.6)–(2.9)

(2.10) ∥qf+1 − q∥ ≤ L2[∥qf − q∥+ ∥pf − p∥].

If we add (2.9) and (2.10) by side, we obtain

(2.11) ∥pf+1 − p∥+ ∥qf+1 − q∥ ≤ µ[∥pf − p∥+ ∥qf − q∥]

where µ = L1 + L2 < 1. Now, we define the norm ∥ · ∥∗on B × B by ∥(p, q)∥∗ = ∥p∥ + ∥q∥ for all
(p, q) ∈ B ×B. We know that (B ×B, ∥ · ∥∗) is a Banach space. Using (2.11), we have

(2.12) ∥(pf+1, qf+1)− (p, q)∥∗ ≤ µ∥(pf , qf )− (p, q)∥∗
by induction, we get

(2.13) ∥ (pf+1, qf+1)− (p, q) ∥∗≤ µf ∥ (p1, q1)− (p, q)∥∗.

Taking the limit on both sides of above inequality, we have

(2.14) lim
f→∞

∥(pf+1, qf+1)− (p, q)∥∗ = 0

which implies that

lim
f→∞

∥pf − p∥ = lim
f→∞

∥qf − q∥ = 0.

Therefore, {pf} and {qf} converge to p and q, respectively. □

Now, we discuss the data dependency concept of iteration method (2.1) for Lipschitz mappings:

Theorem 2.3. Assume that K1 and K2 are nonempty closed convex subsets of a Banach space B. We
also suppose that A1 : K1 → K2 and A2 : K2 → K1 be two Lipschitz mappings with constants L1 and L2

such that L1 + L2 < 1. Let S1, S2 be approximate operators of A1 and A2, respectively. Let {pf} and
{qf} be iterative sequences generated by (2.1) and define iterative sequences {af} and {bf} as follows:

(2.15)

 af+1 = S2kf
kf = S1S2df

df = S1[(1− αf )S2bf + αfS2S1af ]

bf+1 = S1hf

hf = S2S1kf
kf = S2[(1− αf )S1af + αfS1S2bf ]

where {αf} and {βf} are real sequences in [0, 1]. In addition, we suppose that there exist nonnegative
constants ε1 and ε2 such that ∥A1ϑ− S1ϑ∥ ≤ ε1 and ∥A2σ − S2σ∥ ≤ ε2 for all ϑ ∈ K1 and σ ∈ K2. If
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(p, q) ∈ K1 × K2, which are altering points of mappings A1 and A2, and (a, b) ∈ K1 × K2, which are
altering points of mappings S1 and S2, such that (af , bf ) → (a, b) as f → ∞, then we have

∥(p, q)− (a, b)∥∗ = ∥p− a∥+ ∥q − b∥ ≤ L2ε1 + L1ε2 + 2ε1 + 2ε2
1− L1 − L2

.

Proof. From iteration methods (2.1) and (2.15), we obtain

∥pf+1 − af+1∥ ≤ ∥A2zf − S2kf∥(2.16)

≤ ∥A2zf −A2kf∥+ ∥A2kf − S2kf∥
≤ L2∥zf − kf∥+ ε2

and

∥zf − kf∥ ≤ L1∥A2wf − S2df∥(2.17)

≤ L1∥A2wf −A2df∥+ ∥A2df − S2df∥
≤ L1L2∥wf − df∥+ ε2.

Using above inequality (2.17), we have

∥wf − df∥ ≤ A1[(1− αf )A2qf + αf [A2A1pf ](2.18)

−S1[(1− αf )S2bf + αfS2S1af ]

≤ L1{(1− αf )[A2qf − S2bf ] + αf [A2A1pf − S2S1af ]}
≤ L1{(1− αf )∥A2qf −A2bf∥+ ∥A2bf − S2bf∥

+αfL2[∥A1pf −A1af∥+ ∥A1af − S1af∥]}
≤ L1[L2(1− α)∥qf − bf∥+ ε2 + αfL2L1∥pf − af∥+ ε1].

If we combine (2.16), (2.17) and (2.18), we get

∥pf+1 − af+1∥ ≤ L2(L1L2∥wf − df∥+ ε2) + ε2(2.19)

≤ L2
2L1[L1L2(1− α)∥qf − bf∥+ ε2

+αfL2L1∥pf − af∥+ ε1] + ε2 + ε2

≤ L2[∥qf − bf∥+ ∥pf − af∥] + L2ε1 + 2ε2.

Using similar operations, we obtain the following inequality

(2.20) ∥qf+1 − bf+1∥ ≤ L1[∥pf − af∥+ ∥qf − bf∥] + L1ε2 + 2ε1

From (2.19) and (2.20), we get that the following inequality:

∥pf+1 − af+1∥+ ∥qf+1 − bf+1∥(2.21)

≤ (L1 + L2) [∥pf − af∥+ ∥qf − bf∥] + L2ε1 + L1ε2 + 2ε1 + 2ε2

There exists a real number L ∈ (0, 1) such that 1− L = L1 + L2 < 1. Hence, we have

∥pf+1 − af+1∥+ ∥qf+1 − bf+1∥ ≤ (1− L)[∥pf − af∥+ ∥qf − bf∥](2.22)

+
L[L2ε1 + L1ε2 + 2ε1 + 2ε2]

L
.

Denote that 
γf = ∥pf − af∥+ ∥qf − bf∥

σf = L ∈ (0, 1)
ρf = L2ε1+L1ε2+2ε1+2ε2

L
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It is now easy to check that (2.22) satisfies all the requirements of Lemma 1.5. Hence, it follows by its
conclusion that

0 ≤ lim
f→∞

sup[∥pf − af∥+ ∥qf − bf∥](2.23)

≤ lim
f→∞

sup
L2ε1 + L1ε2 + 2ε1 + 2ε2

L

Since, (af , bf ) → (a, b) as f → ∞, then we obtain

(2.24) ∥p− q∥+ ∥a− b∥ ≤ L2ε1 + L1ε2 + 2ε1 + 2ε2
L

.

□

Next, we will introduce the following iteration process for the altering points of the three Lipschitz
mappings:

Now, firstly we will give some definition and theorem in order to prove our main results.

Theorem 2.4. ([2]) Let K1 and K2 be nonempty closed subsets of a complete metric space B and let
A1 : K1 → K2 and A2 : K2 → K1 be two Lipschitz continuous mappings with Lipschitz constants L1 and
L2 such that L1L2 < 1. Then we have the following:

(a) There exists a unique point (p, q) ∈ K1 ×K2 such that p∗ and q∗ are altering points of mappings
A1 and A2.

(b) For arbitrary p0 ∈ K1, a sequence {(pf , qf )} in K1 ×K2 generated by{
qf = A1pf

pf+1 = A2qf

converges to (p∗, q∗).

Lemma 2.5. ([2]) Let K1 and K2 be two nonempty closed subset of a Banach space B. Let {Sf} be
a sequence of mappings from K1 into K2 such that {Sf} is nearly nonexpansive with sequence {af} in
[0,∞), i.e.,

∥Sfp− Sfq|| ≤ ||p− q||+ af for all p , q ∈ K1 and f ∈ N.
Let A1 be a mapping from K1 into K2 defined by A1z = limf→∞ Sfz for all z ∈ K1. Then A1 is
nonexpansive.

Lemma 2.6. ([4])Let {af} satisfy the following inequality:

af+1 ≤ ωaf + σf ,

where af ≥ 0, σf ≥ 0 with limf→∞ σf = 0, and 0 ≤ ω < 1. Then af → 0 as f → ∞.

Assume that K1 , K2 and K3 are nonempty closed convex subsets of a Banach space B. Also,
suppose that A1 : K1 → K2 , A2 : K2 → K3 and A3 : K3 → K1 be three mappings. For an arbitrary
(p0, q0, z0) ∈ K1 ×K2 ×K3, a iteration process is defined by{

pf+1 = A3A2A1wf

wf = (1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf
(2.25) {

qf+1 = A1A3A2uf

uf = (1− αf − βf )A1pf + αfA1A3zf + βfA1A3A2qf{
zf+1 = A2A1A3af

af = (1− αf − βf )A2qf + αfA2A1pf + βfA2A1A3zf .

where {αf} and {βf} are real sequences in [0, 1].
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Theorem 2.7. Let K1, K2 and K3 be three nonempty closed convex subsets of a Banach space B. Let
A1 : K1 → K2, A2 : K2 → K3 and A3 : K3 → K1 be three Lipschitz mappings with constants L1 ≤ 1,
L2 ≤ 1 and L3 ≤ 1 such that L1L2L3 < 1. Then the sequence {(pf , qf , zf )} in K1 ×K2 ×K3 generated
by a iteration method (2.25) converges strongly to a unique point (p∗, q∗, z∗) ∈ K1 ×K2 ×K3 such that
p∗, q∗ and z∗ are altering points of mappings A1, A2 and A3.

Proof. From Theorem 2.4, we know that there exist a unique point (p∗, q∗, z∗) ∈ K1×K2×K3 such that
p∗, q∗ and z∗ are altering points of mappings A1, A2 and A3.

µ := max

 L2
1L

2
2L

2
3βf + L2

1L2L3(1− αf − βf ) + αfL
2
1L

2
2L3, L

2
1L

2
2L

2
3βf

+L1L2L
2
3(1− αf − βf ) + αfL1L

2
2L

2
3, L

2
1L

2
2L

2
3βf

+L1L
2
2L3(1− αf − βf ) + αfL

2
1L2L

2
3

 .

Using (2.25), we obtain

∥pf+1 − p∗∥ = ∥A3A2A1[(1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf ]− p∗∥
≤ ∥A3A2A1[(1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf ]−A3z

∗∥
≤ L3∥A2A1[(1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf ]− z∗∥
≤ L3∥A2A1[(1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf ]−A2q

∗∥
≤ L3L2∥A1[(1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf ]− q∗∥
≤ L3L2∥A1[(1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf ]−A1p

∗∥
≤ L3L2L1∥[(1− αf − βf )A3zf + αfA3A2qf + βfA3A2A1pf ]− p∗∥
≤ L3L2L1∥(1− αf − βf )A3zf − p∗∥+ ∥αfA3A2qf − p∗∥

+∥βfA3A2A1pf − p∗∥
≤ L3L2L1∥(1− αf − βf )A3zf −A3z

∗∥+ ∥αfA3A2qf −A3z
∗∥

+∥βfA3A2A1pf −A3z
∗∥

≤ L3L2L1[(1− αf − βf )L3∥zf − z∗∥+ αfL3∥A2qf − z∗∥
+βfL3∥A2A1pf − z∗∥]

≤ L3L2L1[(1− αf − βf )L3∥zf − z∗∥+ αfL3∥A2qf −A2q
∗∥

+βfL3∥A2A1pf −A2q
∗∥]

≤ L3L2L1[(1− αf − βf )L3∥zf − z∗∥+ αfL3L2∥qf − q∗∥
+βfL3L2∥A1pf − q∗∥]

≤ L3L2L1[(1− αf − βf )L3∥zf − z∗∥+ αfL3L2∥qf − q∗∥
+βfL3L2∥A1pf −A1p

∗∥]
≤ L3L2L1[(1− αf − βf )L3∥zf − z∗∥+ αfL3L2∥qf − q∗∥

+βfL3L2L1∥pf − p∗∥].

□

Theorem 2.8. Proof. We also have

∥qf+1 − q∗∥ ≤ L3L2L1[(1− αf − βf )L1∥pf − p∗∥
+αfL1L3∥zf − z∗∥+ βfL3L2L1∥qf − q∗∥]

and

∥zf+1 − z∗∥ ≤ L3L2L1[(1− αf − βf )L1∥pf − p∗∥
+αfL1L3∥zf − z∗∥+ βfL3L2L1∥qf − q∗∥].
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If we add above inequalities, we obtain the following inequality

∥pf+1 − p∗∥+ ∥qf+1 − q∗∥+ ∥zf+1 − z∗∥(2.26)

≤ L3L2L1[(1− αf − βf )L3∥zf − z∗∥+ αfL3L2∥qf − q∗∥
+βfL3L2L1∥pf − p∗∥+ (1− αf − βf )L1∥pf − p∗∥+ αfL1L3∥zf − z∗∥
+βfL3L2L1∥qf − q∗∥+ (1− αf − βf )L1∥pf − p∗∥+ αfL1L3∥zf − z∗∥
+βfL3L2L1∥qf − q∗∥]

≤ µ∥pf − p∗∥+ µ∥qf − q∗∥+ µ∥zf − z∗∥
= µ(∥pf − p∗∥+ ∥qf − q∗∥+ ∥zf − z∗∥).

Now, let be define the norm ∥.∥1 on B×B×B by ∥(p, q, z)∥1 = ∥p∥+∥q∥+∥z∥ for all (p, q, z) ∈ B×B×B.
We know that (B ×B ×B, ∥.∥1) is a Banach space. From (2.26), we have

∥(pf+1, qf+1, zf+1)− (p∗, q∗, z∗)∥1 ≤ µ∥(pf , qf , zf )− (p∗, q∗, z∗)∥1
noticing that µ ∈ (0, 1), it fallows that limf→∞ ∥(pf , qf , zf ) − (p∗, q∗, z∗)∥1 = 0. Thus, we obtain
limf→∞ ∥pf − p∗∥ = limf→∞ ∥qf − q∗∥ = limf→∞ ∥zf − z∗∥ = 0. Therefore {pf}, {qf} and {zf} converge
to p∗, q∗ and z∗, respectively. □

Theorem 2.9. Let K1, K2 and K3 be three nonempty closed convex subsets of a Banach space B. Let
A1 : K1 → K2, A2 : K2 → K3 and A3 : K3 → K1 be three Lipschitz mappings with constants L1 ≤ 1,
L2 ≤ 1 and L3 ≤ 1 such that L1 + L2 + L3 < 1. Then the sequence {(pf , qf , zf )} in K1 × K2 × K3

generated by a iteration method (2.25) converges strongly to a unique point (p∗, q∗, z∗) ∈ K1 ×K2 ×K3

such that p∗, q∗ and z∗ are altering points of mappings A1, A2 and A3.

Proof. From the proof of Theorem 2.7, we know that

∥pf+1 − p∗∥ ≤ L3L2L1[(1− αf − βf )L3∥zf − z∗∥+ αfL3L2∥qf − q∗∥
+βfL3L2L1∥pf − p∗∥]

which implies that

(2.27) ∥pf+1 − p∗∥ ≤ L3 [∥zf − z∗∥+ ∥qf − q∗∥+ ∥pf − p∗∥] .

If we use again the proof of Theorem 2.7, we write

(2.28) ∥qf+1 − q∗∥ ≤ L2 [∥zf − z∗∥+ ∥qf − q∗∥+ ∥pf − p∗∥]

and

(2.29) ∥zf+1 − z∗∥ ≤ L1 [∥zf − z∗∥+ ∥qf − q∗∥+ ∥pf − p∗∥] .

From (2.27), (2.28) and (2.29), we get

∥pf+1 − p∗∥+ ∥qf+1 − q∗∥+ ∥zf+1 − z∗∥ ≤ (L1 + L2 + L3) [∥zf − z∗∥+ ∥qf − q∗∥+ ∥pf − p∗∥] .

Let be define the norm ∥.∥1 on B×B×B by ∥(p, q, z)∥1 = ∥p∥+∥q∥+∥z∥ for all (p, q, z) ∈ B×B×B.
We know that (B ×B ×B, ∥.∥1) is a Banach space. Then

∥(pf+1, qf+1, zf+1)− (p∗, q∗, z∗)∥1 ≤ (L1 + L2 + L3) ∥(pf , qf , zf )− (p∗, q∗, z∗)∥1
in which L1 + L2 + L3 < 1. From induction principle, we have

(2.30) ∥(pf+1, qf+1, zf+1)− (p∗, q∗, z∗)∥1 ≤ (L1 + L2 + L3)
f ∥(p1, q1, z1)− (p∗, q∗, z∗)∥1.

If we take the limit on both sides of (2.30), we get

lim
f→∞

∥(pf+1, qf+1, zf+1)− (p∗, q∗, z∗)∥1 = 0.

Then the sequence {(pf , qf , zf )} converges to (p∗, q∗, z∗). □
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Theorem 2.10. Let K1, K2 and K3 be three nonempty closed convex subsets of a Banach space B. Let
{Sf} be a sequence of mappings from K1 into K2 such that {Sf} is nearly nonexpansive with sequence {af}
and let A1 be a nonexpansive mapping from K1 into K2 defined by A1z = limf→∞ Sfz for all z ∈ K1. Let
{Rf} be a sequence of mappings from K2 into K3 such that {Rf} is nearly nonexpansive with sequence
{bf} and let A2 be a nonexpansive mapping from K2 into K3 defined by A2w = limf→∞ Rfw for all
w ∈ K2. A3 : K3 → K1 be a contraction with Lipschitz constant L. Then we have the following:

(a) There exists a unique element (p∗, q∗, z∗) ∈ K1 × K2 × K3 such that p∗, q∗ and z∗ are altering
points of mappings A1 , A2 and A3.

(b) For arbitrary (p∗, q∗, z∗) ∈ K1 ×K2 ×K3, a sequence {(pf , qf , zf )} in K1 ×K2 ×K3 generated by

pf+1 = A3zf(2.31)

zf = Rfqf

qf = Sfpf

converges strongly to (p∗, q∗, z∗).

Proof. (a) From Lemma 2.5, we have that A1 : K1 → K2 is nonexpansive. From the hypothesis, we
know that A2 : K2 → K1 is a contraction. Hence, from Theorem 2.4 (a), there exists a unique point
(p, q) ∈ K1 ×K2 such that p∗ and q∗ are altering points of mappings A1 and A2. □

Theorem 2.11. Proof. (b) Using 2.31, we obtain

∥qf − q∗∥ = ∥Sf (pf )−A1(p
∗)∥(2.32)

≤ ∥Sf (pf )− Sf (p
∗)∥+ ∥Sf (p

∗)−A1(p
∗)∥

≤ ∥pf − p∗∥+ ∥Sf (p
∗)−A1(p

∗)∥+ af ,

∥zf − z∗∥ = ∥Rf (qf )−A2q
∗∥(2.33)

≤ ∥Rf (qf )−Rf (q
∗)∥+ ∥Rf (q

∗)−A2q
∗∥

≤ ∥qf − q∗∥+ ∥Rf (q
∗)−A2q

∗∥+ bf

and

∥pf+1 − p∗∥ = ∥A3zf −A3z
∗∥

≤ L∥zf − z∗∥.
If we combine the above inequalities, we have

∥pf+1 − p∗∥ ≤ L[∥qf − q∗∥+ ∥Rf (q
∗)−A2q

∗∥+ bf ]

≤ L[∥pf − p∗∥+ ∥Sf (p
∗)−A1(p

∗)∥+ af

+∥Rf (q
∗)−A2 (q

∗) ∥+ bf ]

Since ||Sf (p
∗) − A1(p

∗)|| + af → 0 and ∥Rf (q
∗) − A2 (q

∗) ∥ + bf → 0 as f → ∞, it follows from
Lemma 2.6 that limf→∞ ||pf − p∗|| = 0. If we take limit in the inequality (2.32) and we use these limits
||Sf (p

∗) − A1(p
∗)|| + af → 0 and |pf − p∗|| → 0 as f → ∞, we obtain limf→∞ qf = q∗. Similarly, we

also obtain that limf→∞ zf = z∗ from (2.33). Therefore the sequence {(pf , qf , zf )} converges strongly to
(p∗, q∗, z∗). □

3. Application

In this section, we will present an application for solution of nonlinear variational inequalities under
suitable conditions by rewriting iteration process (2.1) with the help of certain mappings as under:

Let K1 and K2 be nonempty closed convex subsets of B and let FK2 : B → K2 and FK1 : B → K1

be nonlinear operators and let δ and θ be positive real numbers. Define Q = I − δA1 and W = I − θA2.
Then the following are equivalent:
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Let A1 : K1 → B and A2 : K2 → B be nonlinear operators and let δ, θ ∈ (0,∞). We consider the
following altering problem [5]. find element (p∗, q∗) ∈ K1 ×K2 such that

(3.1)

{
FK2

(I − δA1) (p
∗) = q∗

FK1
(I − θA2) (q

∗) = p∗

The operators FK2
and FK1

play a key role in the mathematical modeling (3.1). If FK2
= PK2

and
FK1

= PK1
then, from Lemma 1.3, the system (3.1) is equivalent to the following general system of

nonlinear variational inequalities in p:
Find (p∗, q∗) ∈ K1 ×K2 such that{

PK2
(I − δA1) (p

∗) = q∗,
PK1

(I − θA2) (q
∗) = p∗,

i.e.,(3.2) {
⟨δA1 (p

∗) + q∗ − p∗, p− q∗⟩ ≥ 0 for all p ∈ K2

⟨θA2 (q
∗) + p∗ − q∗, p− p∗⟩ ≥ 0 for all p ∈ K1.

In view of Theorem 2.1, the solution of systems (3.2) can be computed by the parallel iteration process
(2.1) under suitable conditions. In this direction, we deal with the computation of nonlinear variational
inequalities (3.2) using the parallel iteration method (2.1).

Theorem 3.1. Let K1 and K2 be nonempty closed convex subsets of p. Let A1 : K1 → B be δA1-inverse
strongle monotone and let and A2 : K2 → B be δA2-inverse strongle monotone operators. Suppose

that δ ∈
(
0, 2

δA1

)
and θ ∈

(
0, 2

δA2

)
such that Alt(PK2 (I − δA1) , PK1 (I − θA2))̸= ∅. For arbitrary

(p1, q1) ∈ K1 ×K2, let {(pf , qf )} be a sequence in K1 ×K2 defined by the parallel iteration process (2.1):
pf+1 = PK1 (I − θA2) zf

zf = PK2
(I − δA1) [PK1

(I − θA2)wf ]

wf = PK2 (I − δA1)

[
(1− αf )PK1

(I − θA2) qf
+αfPK1 (I − θA2) [PK2 (I − δA1) pf ]

]


qf+1 = PK2
(I − δA1)uf

zf = PK1
(I − θA2) [PK2

(I − δA1) vf ]

vf = PK1
(I − θA2)

[
(1− αf )PK2 (I − δA1) pf

+αfPK2
(I − δA1) [PK1

(I − θA2) qf ]

]
where {αf} is a sequence in (0, 1) satisfying the condition

∞∑
f=1

αf (1− αf ) = ∞. Then {(pf , qf )} converges

weakly to an element (p∗, q∗) ∈ K1 ×K2 which solves the nonlinear variational inequalities (3.2).

Proof. We know that I−δA1 and I−θA2 are nonexpansive for δ ∈
(
0, 2

δA1

)
and θ ∈

(
0, 2

δA2

)
. Therefore,

the proof of this theorem follows from Theorem 2.1. □

4. Conclusions

In conclusion, we introduced new iteration methods for altering points and generalized altering points
of Lipschitzian mappings. We proved the convergence of this new iteration methods under suitable as-
sumptions. We also showed that this iteration method is data dependent. Finally, we gave an application
for solution of nonlinear variational inequalities under suitable conditions.
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