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ABSTRACT. In this paper, we define new iteration methods for altering points and gen-
eralized altering points of Lipschitzian mappings. We proved the convergence results
and data dependency of this new iteration methods under suitable assumptions. We also
give an application for solution of nonlinear variational inequalities.
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1. INTRODUCTION AND PRELIMINARIES

Let K be a nonempty subset of a normed space B and A : K — B an operator.
i. A is said to be L-Lipschitzian if there exists a constant L > 0, such that

|Ap — Aq|| < L|p — q|| for all p,q € K.

ii. A is said to be w-inverse strongly monotone (w-ism) if there exist a constant w > 0 such that

(Ap— Aq,p—q) > wl|lp — q||* for all p,q € K.

Let K be a nonempty closed convex subset of B. We use Pk to denote the projection from B onto K
namely, for p € B, Pgp is the unique point in K with the property:

lp — Prpl = inf{[p—ql| : ¢ € K}.
The projection operator Px : B — B is nonexpansive mapping.
Now let’s remember the definition of alternating point again.

Definition 1.1. ([2]). Let B be a metric space, K1 and K5 be nonempty subsets of B. We say p € K3
and g € Ky are altering points of mappings A; : K1 — Ky and Ay : Ky — K if

= {an

Sahu [2] proved some convergence results for Lipschitz continuous mappings that have altering points
using Picard, Mann, and S-iteration processs. He also introduced the parallel-S iteration process to reach
the altering points of nonlinear mappings as follows:

(1.2) { pr+1 = A2 [(1 — ay) g + o Arpy]
r41 = A1 [(1 = ay) ps + apAagy]

where (p1,q1) € K1 x K3 and {ay} is a real sequence in [0, 1].

21



Romanian Journal of Mathematics and Computer Science Issue 2, Vol. 14 (2024)

Sahu et al. [1] proposed a parallel Mann iteration process as follows:

pi+1 = (1 —ay)ps+ ayAaqy
(1.3)
a1 = (1 —ay)qr +ayAipy

where (p1,q1) € K1 x K3 and {ay} is a real sequence in [0, 1].

The authors in [1] compared the convergence results between the iteration processes (1.2) and (1.3).
They showed that convergence speed of the iteration process (1.2) is better than the iteration process
(1.3). They also gave a numerical example for it. After, Sintunavarat and Pitea [3] iteration process
defined two parallel fixed point iteration processs as follows:

(1.4) pre1=(1—ay) Az + ayAswy  gppr = (1 = ap) Arugp + apAyoy
zp == Bp)as + Bruwy up = (1= By)py+ Broy
wy = (1=75)qr +7741ps vf = (1 =f) pr + 71 A2q5
Taking vs = 1 for all f € N in iteration process (1.4), it reduces the following iteration process:
(1.5) pr1 = (L= ag) Agzp + apAows  gppa = (1 - af) Avug + apAyog
zp = (1=Bf)as + Brwy up = (1= Bf)py+ Brog
wf :Alpf ’Uf :qu]c

where {as},{8s} and {y;} are real sequences in [0, 1].

Sintunavarat and Pitea [3] iteration process showed that iteration process (1.5) has a better convergence
speed than iteration process (1.2) using a numerical example under suitable conditions. Moreover, they
analyzed the data dependency result of this iteration process.

Now, we will give some known results:

Lemma 1.2. ([4]) Let B be a metric space. For a given z € B,p € K satisfies the inequality
(p—2,9-p =20,Yge K
if and only if
p = Pklz]
where Pk is the projection of B onto K. In addition, the projection operator Py is nonexpansive and
satisfies (p— ¢, Pp — Picq) > || Picp — Picql, for all p,q € B.

Lemma 1.3. ([5]) Let K7 and Ko be nonempty closed convex subsets of a normed space B. Let A :
Ky — B and As : Ky — B be nonlinear operators and let 6 and 6 be positive real numbers. Define
Q=1—-0Ay and W =1 —0As. Then the following are equivalent:

i) p* and ¢* are altering points of mappings Px,U and Pk, V.

it) (p*,q*) € K1 x Ky is a solution of the following system of variational inequalities:

Find (p*,q*) € K7 x Ko such that

{ (@*=Q(p*),p—q*) >0 forallpe K
(" =Q(¢*),p—p*) >0 forallpecK,.

Definition 1.4. ([4]) Let B be a metric space and A,S : B — B be two operators. S is called an
approzimate operator of A for all p € B and a fixed € > 0 if ||[Ap — Sp| < e.

Lemma 1.5. ([4]) Let {ys} be a real sequence and there exists fo € N such that, for all f > fo satisfying
the following condition:

Va1 S (M —op) v +oppy,
where oy € (0,1) such that Z;O:I o5 = 00. Then, the following inequality holds:

0 < lim su < lim su .
T fooo P = f—oo brf

22



Romanian Journal of Mathematics and Computer Science Issue 2, Vol. 14 (2024)

2. MAIN RESULTS

Now, we introduce the following iteration process for the altering points of the Lipschitz mappings:
Let K; and K5 be nonempty convex subsets of a normed space B. Also, let A; : K1 — Ky and
As : K5 — K; be two mappings. For (p1,q1) € K1 x Ks, our iteration method is as follows:

pry1 = Aazy g1 = Ajug
(2.1) Zf = AlAgwf ur = A2A1’Uf
wy = Ai[(1 = ay)Asqr + apAsAips]  vp = Ao[(1 — o) Aipy + ap Ar Asgy]

where {ay} is a real sequence in [0, 1].
The state of the above iteration given in K7 x K5 in K is as follows. We will also use this to prove
the following theorem in a simpler way.

Pr1 = Azf
Zf = Azwf
wy = A[(1 = ay)Aps + oy A%py]

Theorem 2.1. Assume that Ky and Ko are nonempty closed convex subsets of a Banach space B. We
also suppose that Ay : K1 — Ky and As : Ko — K1 be two Lipschitz mappings with constants Ly and Lo
such that L1Ls < 1. Then,

i. There exists a unique point (p,q) € K1 x Ka such that p and q are altering points of mappings Aq
and As.

ii. For arbitrary p1 € K1, the sequence {(py,qr)} € K1 x Ky generated by (2.1) converges to (p,q).

Proof. If Ay : K1 — Ky and A : Ko — K, are two Lipschitz continuous mappings with Lipschitz
constants L, and Lo such that LiLs < 1, we know that the mapping A := AxA; : K1 — K is
contraction. If A is contraction, we know that A2 is also contraction. Therefore, there exists a unique
point (p,q) € K1 x Ky such that p and ¢ are altering points of mappings A; and As. From (2.1) and
Definition 1.1, we have

(2.2) lps+1 —pll = Az —pl|
= [A2A1zy — Azq||
< Lof|Arzy — 4
= Lol|A1zy — Aip||
< LaLq|lzy —p|
and
(2.3) Iz —pll = [A%ws -l
= [[(A2A1)*ws — (A A1)p||
< LiLi|lwy —pl|.
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From hypothesis, we know that L1 Ls < 1. Using (2.3) and L1Ls < 1, we get
(2.4) lwy —pl = [AIQ —ap)Aps +apA%ps] —p|

[A2A1[(1 — o) Apy + oy A’py] — Asq]|

Lo||Ai[(1 — ay) Aps + ap A%pg] — 4
[(

<
= Lo||A1[(1 — ayp)Aps + apA?ps] — Arp||

= LoLi[(1 = ay)|Aps — pll + ay[[A%ps — p]l]

= LoLy[(1 — ap) || A2 Aips — Axqll + apl|(A2Ar)?ps — (A Av)pll]

< LoLi[(1 — af)Lo||Aips — qll + apLaLi|[(A2A1)py — pl]

= LoLi[(1 — ay)La||Aipy — Aipl| + apLaLy||(A2A1)py — (A2A1)p|]
< LeLi[(1 = ay)LaLallpy — pll + ayL3L3|ps — pll]

= L3L3[(1 — oy +ayLaLy)lps — pl]

= L3L3(1— (1= LaLy)ay)|ps — pll-
If (2.2), (2.3) and (2.4) are combined, we obtain
lpg+1 —pll < LeLiL3LIL3LENL — (1 = LaLu)ay]|lps — ol
= L3LI[ — (1 = LaLy)ay]llpy — pll
(L2L1)|lps — ol

IN

which implies that

(2.5) lp1 = pll < (L2L1)* |Ipy = pll.
If we take limit on both sides of (2.5) and using L; Ls < 1, we have

li —p|l =o.
fggol\pf |l

Also, since A; is a continuous mapping, we have ¢y = A1py — A1p = ¢. Thus, we obtain that (ps,qs) —
(p: @) 0

Now, we will show that the convergence of the parallel iteration method (2.1) to the unique altering
points of the Lipschitz mappings. We also give a data dependence result for the parallel iteration method
(2.1).

Theorem 2.2. Assume that Ky and Ko are nonempty closed convex subsets of a Banach space B. We
also suppose that Ay : K1 — Ko and As : Ko — K1 be two Lipschitz mappings with constants L1 and Lo
such that Ly + Ly < 1. Then, the sequence {(py,qf)} in K1 x Ky generated by (2.1) converges strongly
to a unique point (p,q) in K1 x Ko so that p and q are altering points of mappings Ay and As.

Proof. From Theorem 2.1, we know that there exists a unique point (p,q) in K; x K5 so that p and ¢
are altering points of mappings A; and Ay. From the method (2.1) and Definition 1.1, we have

(2.6) [pr+1—pll = || A2zp — Aoq ||
< Loz —q]
and
(2.7) lzr —all = [A1d2wy — 4|
= [[A1Aywy — Avp||
< LillAwy —p||
= Li[|Acwy — Asq||
< LiLsflwy —ql|-
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Using (2.7), we have

(2.8) [wy — 4l [A1[(1 — ap)A2qr + ayAs Aips] — gl

[A1[(1 — ap)Azqy + ay A2 Aipys] — Aupl|

Ly||(1 = ap)Azqr + ap A2 Arpy — p|

Ly [|(1 — ap)Azqy + ap Ao Arpy — Asq|

Ly [(1 = ay) | A2qy — Aaqll + oy A2 Aipy — Aaql]]
Ly [(1 = af)Lallgr — qll + oy Lo [|Aipy — qll]
Li[(1 —af)La|lgr — qll + afLaLa |lps — pll]
LiLy(1 = ap)llgs — qll + ef L3 La|lps — pll.

Combine (2.6), (2.7) and (2.8), we obtain

(2.9) lps1 —pll < Lo[LiLs|lwy — ql|]

LiL3[L1 Lo(1 — ay)llgr — qll + ay LiLa|lpy — pl]
Lilllgr — all + llps — pll)-

IN

IAN A IACIA

<
<

We can also obtain the following inequality can be obtained using the similar processes in (2.6)—(2.9)

(2.10) lag+1 —all < Lelllar — qll + llps = plI-
If we add (2.9) and (2.10) by side, we obtain
(2.11) Ipr+1 = pll+ llgr+1 = all < plllps —pll + llar — 4l

where y = Ly + Ly < 1. Now, we define the norm || - ||.on B x B by ||(p,q)|l« = |lp|l + |l¢|| for all
(p,q) € B x B. We know that (B X B, || - ||+) is a Banach space. Using (2.11), we have

(2.12) [(Prr1,q741) = (2, Dl < wlllps, ar) = (2, DI+
by induction, we get
<ul |

(2.13) | (Pf+1,qr+1) — (P, q) (p1,q1) = (2, @)+

Taking the limit on both sides of above inequality, we have
(2.14) im [[(ps+1,q541) — (P, @)+ =0
f—o0

which implies that

li —pll= 1 —ql = 0.

Aim [lpy —plf = lim_ i —qf
Therefore, {ps} and {g;} converge to p and ¢, respectively. O

Now, we discuss the data dependency concept of iteration method (2.1) for Lipschitz mappings:

Theorem 2.3. Assume that K1 and Ky are nonempty closed convexr subsets of a Banach space B. We
also suppose that Ay : K1 — Ko and As : Ko — K1 be two Lipschitz mappings with constants Ly and Lo
such that L1 + Lo < 1. Let Si, Sy be approzimate operators of Ay and As, respectively. Let {ps} and
{gr} be iterative sequences generated by (2.1) and define iterative sequences {as} and {bs} as follows:

afy1 = Sgkf bf+1 = Slhf
(2.15) ky = 5152dy hy = S251ky
df = Sl[(l — af)SQbf + af,S'gSlaf] k= Sg[(l — ozf)Slaf + Ozfslsgbf]
where {ay} and {Bs} are real sequences in [0,1]. In addition, we suppose that there exist nonnegative
constants €1 and 9 such that ||[A19 — S19| < &1 and ||Aso — Sao|| < ey for all ¥ € Ky and o € Ky. If
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(p,q) € K1 X Ko, which are altering points of mappings Ay and As, and (a,b) € K; x Ky, which are
altering points of mappings S1 and Ss, such that (af,by) = (a,b) as f — oo, then we have
Loey + Liga + 2e1 + 2e5

1— L, — L, '

(P, @) = (a,0)[« = llp — all + llg — bl <

Proof. From iteration methods (2.1) and (2.15), we obtain

(2.16) Ipro1 —apall < ||A2zp — Soky||
< ||A22’f — A2kf|| + HAQkf — S2kf||
< Lollzp — kgl +e2
and
(2.17) lzr = ksl < Lal|Agwy — Sady|
< Lyf|Aqwy — Agdy|| + [| Azdy — Sady||
< LiLo|lwy — dy|| + e2.

Using above inequality (2.17), we have
(2.18) lwy = dyll

IN

A[(1 = ay)Azqr + ap[Ar Arpy]

—S1[(1 — af)Saby + apSaSiay]

Li{(1 = af)[A2qy — Sabs] + af[A2 Aipy — S2S1a4]}
Li{(1 — ay)[[A2qy — Asby|| + [|A2by — Saby|
tayLo[||Aipy — Avayl| + [[Aray — Siagll]}

Ly[Ly(1 = a)llgy — byl| + €2 + apLoLallpy — ayl| + €]

IAIA

IN

If we combine (2.16), (2.17) and (2.18), we get

(2.19) [pr41 —ap1ll < Lo(Lilallwp — df|| +€2) + &2

< L3Ly[LiLy(1 — ) |lgs — byl + &2
+arLaLy|py —afl +e1] +e2+ &2

Lolllgs = bsll + oy — agll] + Lae1 + 2¢2.

IN

Using similar operations, we obtain the following inequality
(2.20) las+1 = bl < Lalllpy — apll + llay — bgll] + Liez + 221
From (2.19) and (2.20), we get that the following inequality:

(2:21) [Pr+1 = agsall + llar+1 = byl
< (Ly+ La) [llpr — agll + llgg — bfll] + Laer + Lz + 261 + 2e5

There exists a real number L € (0, 1) such that 1 — L = L; + Ly < 1. Hence, we have

(2.22) Ipfr1 —apsall + llgr+1 —bpall < (1= D)[llpy — aysll + llgr — brll]
L{Loe1 + Liea + 2e1 + 2e5]
+ - .

Denote that

Vs = llps — arll + llgg — byl
or=Le(0,1)
_ Loei+Liea+2e;+2e9
Py = L
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It is now easy to check that (2.22) satisfies all the requirements of Lemma 1.5. Hence, it follows by its
conclusion that

(2.23) 0

IN

li - —-b
finolosuP[llpf afll + llgr — byll]

. Logi + Ligg + 281 + 2¢9
< lim sup
f—o L

Since, (ay,bs) — (a,b) as f — oo, then we obtain

Logy + Ligg + 21 + 2e2
7 )

(2.24) lp =gl +[la = bl <
(]

Next, we will introduce the following iteration process for the altering points of the three Lipschitz
mappings:
Now, firstly we will give some definition and theorem in order to prove our main results.

Theorem 2.4. (2]) Let K1 and Ka be nonempty closed subsets of a complete metric space B and let
Ay K1 — Ky and As : Ko — K1 be two Lipschitz continuous mappings with Lipschitz constants Ly and
Lo such that L1Ls < 1. Then we have the following:

(a) There exists a unique point (p,q) € K1 X Ko such that p* and ¢* are altering points of mappings

Ay and As.
(b) For arbitrary po € K1, a sequence {(py,qs)} in K1 x Ko generated by
{ qr = Aipy
Pr+1 = A2qy

converges to (p*, ¢*).

Lemma 2.5. (12]) Let K; and Ky be two nonempty closed subset of a Banach space B. Let {Sy} be
a sequence of mappings from K into Ko such that {S;} is nearly nonexpansive with sequence {as} in
[0,0), i.e.,

I1Stp — Spall < |lp —ql| + af for allp ,q € K1 and f € N.
Let Ay be a mapping from K into Ko defined by A1z = limy_,oo Syz for all z € K. Then A; is
nonezxrpansive.
Lemma 2.6. (4] )Let {as} satisfy the following inequality:

afi1 Sway+oy,

where ay >0, oy > 0 with limy_,o0p =0, and 0 <w < 1. Then ay —+ 0 as f — oo.

Assume that K; , Ko and K3 are nonempty closed convex subsets of a Banach space B. Also,
suppose that A1 : K1 — Ky , Ay : Ko — K3 and A3 : K3 — K; be three mappings. For an arbitrary
(po, o, 20) € K1 x Ky x K3, a iteration process is defined by

(2.25) { pi+1 = Az A Aywy
wy = (1 —ay — By)Aszp + ayAszAsqy + BrAs Az Aips

{ qre1 = A1 AsAquy
up = (1—ay — Br)Aips + apAi1Aszy + BrA1AsAsqy

{ Zf41 = AQAlAgaf
ag=(1— oy = Br)Asqr + ayAsAips + By A2 A1 Aszy.

where {ay} and {ff} are real sequences in [0, 1].
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Theorem 2.7. Let K1, K5 and K3 be three nonempty closed convex subsets of a Banach space B. Let
Ay Ky — Ko, Ay : K9 — K3 and As : K3 — Ky be three Lipschitz mappings with constants Ly < 1,
Ly <1 and Ly <1 such that LyLaLs < 1. Then the sequence {(pf,qf7zf)} in K1 x Ko x K3 generated
by a iteration method (2.25) converges strongly to a unique point (p*,q*,z*) € Ky x Ky x K3 such that
p*, ¢* and z* are altering points of mappings Ay, As and As.

Proof. From Theorem 2.4, we know that there exist a unique point (p*, ¢*, z*) € K; x K2 x K3 such that
p*, ¢* and z* are altering points of mappings A;, As and As.

LRL5L305 + LiLe L3(1 — af — By) + o LIL3 L, L L3 L3¢
{1 3= max +L1LoL3(1 — af — By) + ayLi L5135, LY L3 L36¢
+L1L%L3(1 —Qaf — ﬂf) + OéfL%LQL%

Using (2.25), we obtain

[pr+1 =Pl = [[AsA2Ai[(1 — af — By)Aszy + apAsAaqy + BrAsAs Aipys] — p”||

< || AsAs A [(1 — af — By)Aszy + oy AsAaqy + BrAsAsAipy] — Asz™||

< Ls[[A2Ai[(1 — ap — Br)Aszp + ap AsAsqp + BrAsAr Aipy] — 27|

< L3|| A2 AL[(1 — ap — By)Aszp + apAsAsqy + BrAz Az Aips] — Aaq”||

< LgLo||Ay[(1 — ap — Bp)Aszy + oy AsAsqy + BrAsAsAipy] — ||

< L3Lo||A[(1 — ap — By)Azzp + aypAzAaqy + BrAsAsArpy] — Arp™||

< LsLoLy||[(1 — oy — By)Aszy + apAsAsqy + BAsz Az Arpy] — p||

< L3LoLa||(1 — ap — B)Azzy — p*|| + llay Az Aagy — p*||
+|BrAzAsArpy — ||

< L3LoLa||(1 — ap — Bf) Aszp — Asz™|| + [loap Az Aaqy — Asz”||
+|Br Az A2 Arpy — Azz™||

< L3LoLa[(1 — ap — By)Lsllzy — 2%|| + apLs||Aaqy — 27|
+B¢Ls||A2A1ps — 2" ||]

< LsLoLi[(1 —af — Bf)Lsllzy — 27 || + afLs||A2qr — A2q”||
+B5Ls||A2Aips — Aaq™|]]

< L3LoLa[(1 — ap — By)Lsl|zf — 2"|| + ayLsLa|lqr — ¢
+ByLsLa||Aipy — q*|]

< LaLoLa[(1 —ay — Bp)Lsllzy — 2| + oy LsLallgr — ¢"||
+ByL3Lo||A1py — A1p™||]

< L3LoLa[(1 — ap — Byr)Lallzf — 2*|| + afLsLa|lqr — ¢

+B8sLsLaLallpy — p*||]-

Theorem 2.8. Proof. We also have

lgr+1 — "l < LaLoLa[(1 —ay — By)Lallpy —p*||
+ayLyLs||zp — 27| + BgLaLaLillgy — q*|[]

and

IN

L3LoLy[(1 —af — B¢)Li|lps — p*||
+ayLiLs||zp — 2*|| + BrLsLaLallgr — q*||]-

241 = 27|l
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If we add above inequalities, we obtain the following inequality

(2.26) Ips+1 =¥l + llgren — a1+ 2742 = 27
< LloLa[(1 — o = Bf)Lsllzy — 2% + apLsLallqr — 47|l
+BsLsLaLnllps — p*ll + (1 — oy = Byp) Lallpy — p" | + ey Lo Ls|[zp — 27|
+BsLsLoLallgr — ¢"l + (1 = ay = By)Lallpy — p*ll + apLaLal|zy — 27
+BsLsLaLallgs — 4"l
< plpy =2l + pllay — ¢l + pllzp = 27
= pllpr =PI+ llgg = ¢l + Mz = 271D
Now, let be define the norm ||.||; on Bx Bx B by ||(p, ¢, 2)|l1 = |Ipll+|l¢||+||z] for all (p, ¢, z) € Bx Bx B.
We know that (B x B x B, ||.||1) is a Banach space. From (2.26), we have
IPr1sar1:2p01) = (070" 2) I < wll(prs ap 20) — (07,67 27
noticing that p € (0,1), it fallows that lims_, ||(pf,qr, 2r) — (p*,¢%,2*)]1 = 0. Thus, we obtain

lims oo |lpf —p*|| = lims o0 |lgf — ¢*|| = limy_, ||2f — 2*|| = 0. Therefore {ps},{qs} and {z;} converge
to p*, ¢* and z*, respectively. O

Theorem 2.9. Let Ky, Ky and K3 be three nonempty closed convexr subsets of a Banach space B. Let
Ay Ky — Ko, Ay : K9 — K3 and A3 : K3 — Ky be three Lipschitz mappings with constants Ly < 1,
Ly <1 and L3 < 1 such that Ly + Ly + Lg < 1. Then the sequence {(pyr,qs,zf)} in K1 x Ky x K3
generated by a iteration method (2.25) converges strongly to a unique point (p*,q*,2*) € K1 X K3 x K3
such that p*, ¢* and z* are altering points of mappings Ay, As and As.

Proof. From the proof of Theorem 2.7, we know that

Ips+1 =P < LaLoLa[(1 —ap — By)Lallzy — 2%|| + apLsLallqr — ¢"||
+B¢L3LaLillpy — p*|]

which implies that

(2.27) Ipf+1 = P*Il < Lalllzg — 2"l + llag — a"[l + llps — 27
If we use again the proof of Theorem 2.7, we write

(2.28) lgr+1 —a"ll < La[llzf = 2%l + llay — ¢" [ + lps — p|l]

and

(2.29) lzf41 = 2"l < L [llzf — 2"l + llag — ¢"[1 + llpr — 2] -

From (2.27), (2.28) and (2.29), we get

Ipr+1 =P N+ llapen = @l + lzp 40 = 271 < (Lo 4 Lo+ La) (125 = 271 + llgy = ¢"[l + [lps = P7II]-

Let be define the norm ||.||; on B X B x B by |[(p, ¢, 2)||1 = ||p||+|l¢|| + /2| for all (p,q,2) € Bx B x B.
We know that (B x B x B, ||.||1) is a Banach space. Then

H(pf+17Qf+17Zf+l) - (p*7q*a2*)”1 < (Ll + L2 + L3) ||(pf7Qf7'Zf) - (p*aq*72*)H1

in which Ly + Lo + L3 < 1. From induction principle, we have

(230) H(pf-‘rh(If-‘rlaZf-‘rl) - (p*,q*,z*)Hl S (Ll + L2 + L3)f H(plv(]hzl) - (p*vq*»Z*)Hl
If we take the limit on both sides of (2.30), we get

lim ||(psi1,qre1,2541) — (05,45, 2%) [l = 0.
f—oo
Then the sequence {(py, qr, zf)} converges to (p*,q*, z*). O
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Theorem 2.10. Let Ky, Ko and K3 be three nonempty closed convexr subsets of a Banach space B. Let
{S¢} be a sequence of mappings from Ky into Ko such that {Sy} is nearly nonexpansive with sequence {ay}
and let Ay be a nonexpansive mapping from Ky into Ko defined by A1z = limy_ .o Syz for all z € Ky. Let
{Rs} be a sequence of mappings from Ky into K3 such that {Rs} is nearly nonezpansive with sequence
{bs} and let Az be a nonexpansive mapping from Ko into K3 defined by Asw = limy_,oo Ryw for all
w € Ky. Az : K3 — K1 be a contraction with Lipschitz constant L. Then we have the following:

(a) There exists a unique element (p*,q*,z*) € K1 X Ko x K3 such that p*, ¢* and z* are altering
points of mappings Ay , As and As.

(b) For arbitrary (p*,q*, z*) € K1 x Ky x Ks, a sequence {(pf,qy,zf)} in K1 x Ky x K3 generated by

(2.31) pry1 = Aszp
zy = Rypqy
a5 = Syps

converges strongly to (p*,q*, z*).

Proof. (a) From Lemma 2.5, we have that A; : K1 — Ko is nonexpansive. From the hypothesis, we
know that As : Ky — K is a contraction. Hence, from Theorem 2.4 (a), there exists a unique point
(p,q) € K1 x K5 such that p* and ¢* are altering points of mappings A; and A,. |

Theorem 2.11. Proof. (b) Using 2.31, we obtain
(2.32) las =a*ll = [1S5(ps) = Ar(p7)l

< [S¢(py) = SeN + 1S ®@*) — Ar(p") |l
< Ay =2+ 15¢ (") — AL (™) + ay,
(2.33) lzr = 2" = [[Re(ar) — A"
< |[Rglar) — Re(a")|l + [[Rf(q") — A2q"||
< lag — @l + [[Rf(q7) — A2q”[| + by
and
[pse1 =Pl = [[Aszy — Azz”|

IN

Lljzp = 2"
If we combine the above inequalities, we have

o1 =2l < Llllgr — a"l| + | Ry (q") — Azq™|| + by]
< Lllps = p*ll + IS (") — A1 (p")|| + ay
+H[Ry(q") — A2 (¢7) || + by]

Since ||S¢(p*) — A1(p*)|| + ay — 0 and ||Rs(¢*) — A2 (¢*) || + by — 0 as f — oo, it follows from
Lemma 2.6 that lims_, ||pf — p*|| = 0. If we take limit in the inequality (2.32) and we use these limits
[1Sf(p*) — Ai(p*)|| + af — 0 and |py — p*|| = 0 as f — oo, we obtain limy_, ¢f = ¢*. Similarly, we
also obtain that limy_,o, zy = 2* from (2.33). Therefore the sequence {(ps,qy,zs)} converges strongly to
(P, q",2"). O

3. APPLICATION

In this section, we will present an application for solution of nonlinear variational inequalities under
suitable conditions by rewriting iteration process (2.1) with the help of certain mappings as under:

Let K; and K5 be nonempty closed convex subsets of B and let Fi, : B — Ky and Fk, : B — K;
be nonlinear operators and let  and 6 be positive real numbers. Define Q =1 —0A; and W =1 — 6 A,.
Then the following are equivalent:
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Let A; : K1 — B and Ay : Ky — B be nonlinear operators and let §,0 € (0,00). We consider the
following altering problem [5]. find element (p*, ¢*) € K; X K such that

Fry (1= 0A1) (p*) = ¢
(3.1) { Fﬁ (I —04s) <§*>:Z*

The operators F, and Fk, play a key role in the mathematical modeling (3.1). If Fx, = Pk, and
Fg, = Pk, then, from Lemma 1.3, the system (3.1) is equivalent to the following general system of
nonlinear variational inequalities in p:

Find (p*,¢*) € K7 x K5 such that

Prey (I = A1) (")
(3:2) { Pi (- 045) (")

(6A1(p*)+q* —p*,p—¢q*) >0 forall p € Ky
(0A2(¢") +p* —q*,p—p*) >0 forall pc K;.

— *
. q*, ie.,
=P

)

In view of Theorem 2.1, the solution of systems (3.2) can be computed by the parallel iteration process
(2.1) under suitable conditions. In this direction, we deal with the computation of nonlinear variational
inequalities (3.2) using the parallel iteration method (2.1).

Theorem 3.1. Let K1 and K2 be nonempty closed convex subsets of p. Let Ay : K1 — B be 4, -inverse
strongle monotone and let and Ay : Ko — B be da,-inverse strongle monotone operators. Suppose
that 6 € (0, %) and 0 € (0, %) such that Alt(Pk, (I —6A1), Pk, (I —0A3))# (. For arbitrary
(p1,q1) € K1 x Ko, let {(py,qr)} be a sequence in K1 x Ky defined by the parallel iteration process (2.1):
pr+1 =P, (I —0A2) 2y
Zf = PK2 (I — (5A1) [PKl (I — QAQ)U)f]
l—« )PK (I—9A2>q
= Pr, (I — 6A (1=ay) Pr, !
wr = Pra ( ) +a Py, (I —0As) [Py, (I — 6A;1) py]
qf+1 =P, (I = 6A1)uy
2y = P, (I = 0A2) [Pre, (I — 6A1) vy]

B (1 —ay) Pk, (I —304y)
vp = P, (I —0A) { +ay Py, (Ii5A1) [Pr, (I —gﬁh)‘ﬁ] }

where {a} is a sequence in (0,1) satisfying the condition Y, oy (1 —ay) = co. Then{(py,qr)} converges
f=1
weakly to an element (p*,q*) € K1 x Ko which solves the nonlinear variational inequalities (3.2).
Proof. We know that I —JA; and I —0 A, are nonexpansive for § € (0, %) and 0 € (0, %) Therefore,
1 2
the proof of this theorem follows from Theorem 2.1.

4. CONCLUSIONS

In conclusion, we introduced new iteration methods for altering points and generalized altering points
of Lipschitzian mappings. We proved the convergence of this new iteration methods under suitable as-
sumptions. We also showed that this iteration method is data dependent. Finally, we gave an application
for solution of nonlinear variational inequalities under suitable conditions.
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