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Abstract. The study of communication networks is an important area of different re-
searches. The vulnerability of a network computation the reliability of the network to
deterioration of transaction after the disturbance of certain centers or communication
links. Recently, different centrality parameters have been proposed and studied for com-
munication networks, also they play important role in the areas of network vulnerability.
The position of a node in a network can be determined using the these measures. In this
paper, the closeness, the vertex residual closeness and normalized vertex residual close-
ness of a type of the probabilistic neural networks which has been recently defined by
in [14, 18] have been computed. In here, the probabilistic neural networks are consisted
of three layers of nodes, also they are denoted by PNN(n, k,m), where n, k and m are
positive integers.
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1. Introduction

The study of networks has been become a very important area of different research such as computer
science, mathematics, informatics, chemistry, social sciences, and other applied sciences [21, 22]. Fur-
thermore, networks can be seen in many different area, settings and applications, also they define a wide
range of systems in community and nature including some examples such as the metabolic networks, the
neural networks, the Internet, the electric power grids, supply chains and so on. The vulnerability and
reliability of networks are of major importance to designers of networks. There are a lot of vulnerability
parameters have derived for networks. These values show that the reluctance of the network after the
deterioration of some vertices which represents centers or edges which represents line between any two
centers until a communication breakdown [5]. Graph theory techniques should be used to determine
vulnerability values of a networks. Moreover, it is most strong mathematical tools and a network has
been represented by a graph [5].

Let G = (V (G), E(G)) be a simple undirected graph of order n and sizem. Now, we give some standard
definitions for graphs. They have been used throughout this paper. For any vertex v ∈ V (G), the open
neighborhood of v isNG(v) = {u ∈ V (G)|uv ∈ E(G)} and closed neighborhood of v isNG[v] = NG(v)∪{v}.
The degree of vertex v denoted by degG(v) is the size of its open neighborhood in the graph G. The
maximum degree of G denoted by ∆(G) is defined as max {degG (v) |v ∈ V (G)}. Similarly, the minimum
degree of G denoted by δ(G) is defined as min {degG (v) |v ∈ V (G)}. Let u, v ∈ V (G) be two vertices of
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G. The distance between the vertices u and v in G denoted by dG(u, v) and it is defined that the length
of a shortest path between them [15].

Centrality parameters are important in the areas of analysis of network. Numerous centrality parame-
ters were proposed and analyzed for networks. These concept determines the importance of position of a
node in a network. For example, graph theoretical parameters such as the edge betweenness, the average
vertex and edge betweenness, the normalized average vertex and the edge betweenness [16, 19, 23, 24, 25],
the closeness, the vertex residual closeness, the normalized vertex residual closeness [6, 7, 8] were derived
and proposed recently.

A neural network which modeled a computer system is defined the nervous system and nerve tissue.
The neural networks are used many different applied fields. For example, artificial intelligence, localiza-
tion, image processing, neurochemistry, intrusion detection system, medicine and so on [18]. Furthermore,
they are used some problems such as to medicine such as for detecting resistivity of antibiotics in [11] ,
to identify the damage localization for bridges in [13], diagnosing hepatitis in [17] and to email security
enhancement [26]. Furthermore, several interesting results can be found in [10, 12, 20, 29].

In this paper we want to compute the closeness, the vertex residual closeness(VRC) and normal-
ized vertex residual closeness(NVRC) of a type of the probabilistic neural networks, also is denoted by
PNN(n, k,m). In Section 2, some definitions and some basic results are given for closeness, VRC and
NVRC, respectively. In Section 3, the closeness, the VRC and NVRC of PNN(n, k,m) are determined.
Finally, we present our conclusions in Section 4.

2. Closeness centaralities and basic results

The concept of closeness, vertex residual closeness and normalized vertex residual closeness have been
derived and proposed on 2006 by Dangalchev in [6], then same author has studied VRC and NVRC of some
special graphs in [7, 8]. Furthermore, they have been further studied by Aytac et al. [1, 2, 3, 4, 30, 31],
Turaci et al. [27, 28] and Yigit et al. [32]. The aim of residual closeness is to measure the reliability of
networks when removal of the each vertex from the graph G. In a network, closeness is a useful parameter
that predicts how fast the flow of information would be owing to a given vertex to other vertex [6]. The
closeness of a graph G is defined as: C(G) =

∑
vi∈V (G)

C (vi), where C(vi) is the closeness of a vertex vi, and

it is defined as: C (vi) =
∑

vi ̸=vj

1

2dG(vi,vj)
[6]. Let dvk

(vi, vj) be the distance between vertices vi and vj in

the graph G, received from the original graph where all links of vertex vk are deleted. Then the closeness

after removing vertex vk is defined as: Cvk
=

∑
vi

∑
vi ̸=vj

1

2
dvk

(vi,vj)
. The vertex residual closeness (V RC) of

the graph G is defined as: R(G) = min
vk

{Cvk
} [6]. The normalized vertex residual closeness (NV RC) of

the graph G is defined as dividing the residual closeness by the closeness C(G): R′(G) = R(G)/C(G) [6].
Theorem 2.1. [6] The VRC and NVRC of
(a) If G = Kn, then R(G) = ((n− 1)(n− 2))/2 and R′(G) = (n− 2)/n.
(b) If G = Sn, then R(G) = 0 and R′(G) = 0.

Theorem 2.2. [6] For a graph G, 0 ≤ R′(G) < 1.

Theorem 2.3. [6] Let G be a graph of order n. If H is a proper subgraph of G, then R(H) < R(G).

Theorem 2.4. [1, 30] The vertex residual closeness (VRC) of
(a) the cycle graph Cn with n vertices is R(Cn) = 2n− 6 + 1/2n−3;
(b) the wheel graph Wn with n+ 1 vertices is

R(Wn) =

{
n(
∑⌊n/2⌋

i=1
1/2(i−1)) , if n is odd;

n((
∑(n/2)−1

i=1
1/2(i−1)) + 1/2(n/2)) , if n is even.
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3. Calculation of closeness centralities of probabilistic neural networks

In this section, fistly the definition of the probabilistic neural networks. Then, we compute the close-
ness, VRC and NVRC of a type of probabilistic neural networks.

Definition 3.1. [14, 18] A probabilistic neural network includes three layers of nodes. They are input
layer, hidden layer and output layer, where the number of output layer is equal the number of classes of
hidden layers. Furthermore, each nodes in input layer is connected to each nodes of hidden layers and
each nodes in output layer is connected to each nodes in the distinct classes of hidden layers. Let n be
number of nodes in input layers, let k be number of nodes in output layers, and let m be the number
of nodes of each classes in hidden layers. So, a probabilistic neural network denoted by PNN(n, k,m),
where n, k and m are positive integers. Clearly, |V (PNN(n, k,m))| = n + k(m + 1). In Figure 1, the
probabilistic neural network is shown for n = 5, k = 3 and m = 2.

Figure 1. The probabilistic neural network P (5, 3, 2).

In order to make the proof of the given theorems understandable, we use some notations are as follows:
Let G ∼= P (n, k,m). The vertices of G will be as V (G) = V1 ∪ V2 ∪ V3, where:

V1 = {v ∈ V (G)|degG(v) = km};
V2 = {v∗ ∈ V (G)|degG(v∗) = n+ 1};
V3 = {v′ ∈ V (G)|degG(v′) = m}.

In [14], the Hosoya polynomial H(G, x) of the graph G ∼= PNN(n, k,m) was obtained. Using the
Hosoya polynomial H(G, x), the following Lemma 3.2 can be obtained.

Lemma 3.2. Let G be a probabilistic neural network PNN(n, k,m) of order n + k(m + 1) , where
n, k,m ≥ 2. The closeness of G is

C(G) =
nk

2
(2m+ 1) +

km

4
(km+ k + 2) +

n

4
(n− 1) +

k

16
(k − 1).

Proof. We have three cases depending on the vertices of G.
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Case 1. For any vertex of vi ∈ V1 in G, we have |NG(vi)| = km. There are (k + n − 1)- paths
of length 2 by the structure of G. Thus,

(3.1) (n)C(vi) = (n)
(
(km)(2−1) + (k + n− 1)(2−2)

)
.

Case 2. For any vertex of v∗i ∈ V2 in G, we have dG(v
∗
i , vi) = 1 for all vertices of vi ∈ V1. Furthermore,

we have dG(v
∗
i , v

′
i) = 1 for only one vertex of V3. Then, there are (km−1)- paths of length 2 and (k−1)-

paths of length 3. So, we get:

(3.2) (km)C(v∗i ) = (km)
(
(n+ 1)(2−1) + (km− 1)(2−2) + (k − 1)(2−3)

)
.

Case 3. Let v′i ∈ V3. Then, we have |NG(v
′
i)| = m. Let vi ∈ V1. So we get dG(v

′
i, vi) = 2 for each vertex

of vi ∈ V1. Furthermore, there are (km −m)- paths of length 3 and (k − 1)- paths of length 4. So, we
have the following for each vertex of V3.

(3.3) (k)C(v′i) = (k)
(
(m)(2−1) + (n)(2−2) + (km−m)(2−3) + (k − 1)(2−4)

)
.

By summing the Equations (3.1), (3.2) and (3.3), then we obtain the following result:

C(G) =
nk

2
(2m+ 1) +

km

4
(km+ k + 2) +

n

4
(n− 1) +

k

16
(k − 1).

Figure 2. Computer-based comparative graph of the Closeness (C(G)) for
G ∼= PNN(n, k,m).

□
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Theorem 3.3. Let G be a probabilistic neural network PNN(n, k,m) of order n + k(m + 1) , where
n, k,m ≥ 2. If n ≤ m or n ≤ k, then the VRC of G is

R(G) =
1

2
+

k

2
(2nm+ n−m) +

k2m

4
(m+ 1) +

n

4
(n− 3) +

k

16
(k − 9).

Proof. We have three cases depending on the vertices of G.

Case 1. Removing a vertex vi ∈ V1 in the graph G. We have three sub cases depending on the
vertices of the survival sub graph G \ {vi}.

Subcase 1.1. For a vertex vj ∈ V1 \ {vi} in the graph G \ {vi} . The vertex vj is adjacent to
each vertex of V2. So, dvi(vj , v

∗
i ) = 1 for all v∗i ∈ V2. Then, it is clear that the distance from the vertex

vj to remaining (n+ k − 2)-vertices is two. Thus,

(n− 1)Cvi
(vj) = (n− 1)

(
(km)(2−1) + (n+ k − 2)(2−2)

)

(3.4) =
(n− 1)(2km+ n+ k − 2)

4
.

Subcase 1.2. For a vertex v∗i ∈ V2 in the graph G \ {vi}. The vertex v∗i is adjacent to each vertex of
V1 \ {vi} and a vertex v′i ∈ V3. So, dvi

(v∗i , vj) = 1 for all vj ∈ V1 \ {vi} and dvi
(v∗i , v

′
i) = 1. Furthermore,

there are (km− 1)-paths of length 2 and (k − 1)- paths of length 3. So, we get:

(km)Cvi(v
∗
i ) = (km)

(
(n)(2−1) + (km− 1)(2−2) + (k − 1)(2−3)

)

(3.5) =
(km)(2km+ 4n+ k − 3)

8
.

Subcase 1.3. For a vertex v′i ∈ V3 in the graph G \ {vi}. The vertex v′i is adjacent to m-vertices in
V2. Furthermore, there are (n− 1)- paths of length 2, (km−m)- paths of length 3 and (k − 1)- paths of
length 4. So, we get:

(k)Cvi
(v′i) = (k)

(
(m)(2−1) + (n− 1)(2−2) + (km−m)(2−3) + (k − 1)(2−4)

)
(3.6) =

(k)(2km+ 6m+ 4n+ k − 5)

16
.

By summing Equations (3.4), (3.5) and (3.6), then we obtain the following result:

Cvi
=

1

2
+

k

2
(2nm+ n−m) +

k2m

4
(m+ 1) +

n

4
(n− 3) +

k

16
(k − 9).

Case 2. Removing a vertex v∗i ∈ V2 in the graph G. We have three sub cases depending on the vertices
of the survival sub graph G \ {v∗i }.

Subcase 2.1. For a vertex vi ∈ V1 in the graph G \ {v∗i }. The vertex vi is adjacent to each ver-
tex of V2 \ {v∗i }. So, dv∗

i
(vi, v

∗
j ) = 1 for all v∗j ∈ V2 \ {v∗i }. Then, it is clear that the distance from the

vertex vi to remaining (n+ k − 1)-vertices is two. Thus,

(n)Cv∗
i
(vi) = (n)

(
(km− 1)(2−1) + (n+ k − 1)(2−2)

)
(3.7) =

(n)(2km+ n+ k − 3)

4
.
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Subcase 2.2. For a vertex v∗j ∈ V2 \ {v∗i } in the graph G \ {v∗i }. The vertex v∗j is adjacent to
each vertex of V1 and a vertex v′i ∈ V3. So, dv∗

i
(v∗j , vi) = 1 for all vi ∈ V1 and dv∗

i
(v∗j , v

′
i) = 1 .

Furthermore, there are (km− 2)- paths of length 2 and (k − 1)- paths of length 3. So, we get:

(km− 1)Cv∗
i
(v∗j ) = (km− 1)

(
(n+ 1)(2−1) + (km− 2)(2−2) + (k − 1)(2−3)

)
(3.8) =

(km− 1)(2km+ 4n+ k − 1)

8
.

Subcase 2.3. For a vertex v′i ∈ V3 in the graph G \ {v∗i }. The vertex v′i is adjacent to (m − 1)-
vertices in V2, if the vertex v′i is adjacent to the vertex v∗i in the graph G. Furthermore, there are n-
paths of length 2, (km −m)- paths of length 3 and (k − 1)- paths of length 4. So we get the following
Sum1.

Sum1 = (m− 1)(2−1) + (n)(2−2) + (km−m)(2−3) + (k − 1)(2−4)

(3.9) =
2km+ 4n+ 6m+ k − 9

16
.

Otherwise, that is the vertex v′i is not adjacent to the vertex v∗i in the graph G, then the vertex v′i is
adjacent to m- vertices in V2. Furthermore, there are n- paths of length 2, (km−m− 1)- paths of length
3 and (k − 1)- paths of length 4. So we get the following Sum2.

Sum2 = (k − 1)
(
(m)(2−1) + (n)(2−2) + (km−m− 1)(2−3) + (k − 1)(2−4)

)
(3.10) =

(k − 1)(2km+ 4n+ 6m+ k − 3)

16
.

By the Equations (3.9) and (3.10), we get the following:

Cv∗
i
(v′i) = Sum1 + Sum2

=
2km+ 4n+ 6m+ k − 9

16
+

(k − 1)(2km+ 4n+ 6m+ k − 3)

16

(3.11) =
2k2m+ k2 + 6km+ 4kn− 3k − 6

16
.

By summing the Equations (3.7), (3.8) and (3.11), then we obtain:

Cv∗
i
= −1

4
+

nk

2
(2m+ 1) +

k2m

4
(m+ 1) +

n

4
(n− 5) +

k

16
(k − 5).

Case 3. Removing a vertex v′i ∈ V3 in the graph G. We have three sub cases depending on the vertices
of the survival sub graph G \ {v′i}.

Subcase 3.1. For a vertex vi ∈ V1 in the graph G \ {v′i}. The vertex vi is adjacent to each ver-
tex of V2. So, dv′

i
(vi, v

∗
i ) = 1 for all v∗i ∈ V2. Then, it is clear that the distance from the vertex vi to

remaining (n+ k − 2)- vertices is two. Thus,
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(n)Cv′
i
(vi) = (n)

(
(km)(2−1) + (n+ k − 2)(2−2)

)
(3.12) =

(n)(2km+ n+ k − 2)

4
.

Subcase 3.2. For a vertex v∗i ∈ V2 in the graph G \ {v′i}. The vertex v′i is adjacent to n- vertices
of V1, if the vertex v∗i is adjacent to the vertex v′i in the graph G. Furthermore, there are (km−1)- paths
of length 2 and (k − 1)- paths of length 3. So we get the following Sum1.

Sum1 = (m)
(
(n)(2−1) + (km− 1)(2−2) + (k − 1)(2−3)

)
(3.13) =

(m)(2km+ 4n+ k − 3)

8
.

Otherwise, that is the vertex v∗i is not adjacent to the vertex v′i in the graph G, then the vertex v∗i is
adjacent to (n+1)- vertices in V1 and V3. Furthermore, there are (km−1)- paths of length 2 and (k−2)-
paths of length 3. So we get the following Sum2.

Sum2 = (km−m)
(
(n+ 1)(2−1) + (km− 1)(2−2) + (k − 2)(2−3)

)
(3.14) =

(km−m)(2km+ 4n+ k)

8
.

By the Equations (3.13) and (3.14), we get the following:

Cv′
i
(v∗i ) = Sum1 + Sum2

=
(m)(2km+ 4n+ k − 3)

8
+

(km−m)(2km+ 4n+ k)

8

(3.15) =
4nkm+ 2k2m2 + k2m− 3m

8
.

Subcase 3.3. For a vertex v′j ∈ V3 \ {v′i} in the graph G \ {v′i}. The vertex v′i is adjacent to m- vertices
in V1. Furthermore, there are n- paths of length 2, (km − m)- paths of length 3 and (k − 2)- paths of
length 4. Thus, we get:

(k − 1)Cv′
i
(v′j) = (k − 1)

(
(m)(2−1) + (n)(2−2) + (km−m)(2−3) + (k − 2)(2−4)

)
(3.16) =

(k − 1)(2km+ 4n+ 6m+ k − 2)

16
.

By summing the Equations (3.12), (3.15) and (3.16), then we obtain:

Cv′
i
=

1

8
+

k

4
(4nm+ 2n+m) +

k2m

4
(m+ 1) +

n

4
(n− 3) +

k

16
(k − 3)− 3m

4
.
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By the definition of the VRC of the graph G, we have R(G) = min
{
Cvi

, Cv∗
i
, Cv′

i

}
. Furthermore,

we know that n ≤ m or n ≤ k for n, k,m ≥ 2. As a result, we obtain:

R(G) =
1

2
+

k

2
(2nm+ n−m) +

k2m

4
(m+ 1) +

n

4
(n− 3) +

k

16
(k − 9).

□

In Figures 3,4,5 and 6, three-dimensional graphics of VRC for ”n ≤ k ≤ m”, ”n ≤ m ≤ k”,
”k ≤ n ≤ m” and ”m ≤ n ≤ k” are shown.

Figure 3. Computer-based comparative graph of the VRC (R(G)) of G ∼=
PNN(n, k,m) for n ≤ k ≤ m.

Theorem 3.4. Let G be a probabilistic neural network PNN(n, k,m) of order n + k(m + 1) , where
n, k,m ≥ 2. If n ≤ m or n ≤ k, then the NVRC of G is

R′(G) =

1

2
+

k

2
(2nm+ n−m) +

k2m

4
(m+ 1) +

n

4
(n− 3) +

k

16
(k − 9)

nk

2
(2m+ 1) +

km

4
(km+ k + 2) +

n

4
(n− 1) +

k

16
(k − 1)

.

Proof. By the definition of NVRC, the proof is clear.
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Figure 4. Computer-based comparative graph of the VRC (R(G)) of G ∼=
PNN(n, k,m) for n ≤ m ≤ k.

Figure 5. Computer-based comparative graph of the VRC (R(G)) of G ∼=
PNN(n, k,m) for k ≤ n ≤ m.

□
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Figure 6. Computer-based comparative graph of the VRC (R(G)) of G ∼=
PNN(n, k,m) for m ≤ n ≤ k.

Figure 7. Computer-based comparative graph of the NVRC (R′(G)) of
G ∼= PNN(n, k,m) for n ≤ k ≤ m.

In Figure 7, three-dimensional graphs of NVRC for n ≤ k ≤ m is shown. Remaining conditions, that
is three-dimensional graphics of NVRC of any graph G for ”n ≤ m ≤ k”, ”k ≤ n ≤ m” and ”m ≤ n ≤ k”,
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can be seen by readers. So, we omit them. It is clear that 0 ≤ R′(PNN(n, k,m)) ≤ 1 has been obtained
for all cases.

4. Conclusion

Communication systems are often subjected to failures and attacks. We have investigated the residual
closeness of networks as a measure of network analysis. Calculation of residual closeness for simple graph
types is important because we get which vertices in the network are responsible for fast communica-
tion flow. Thus, vertices giving the residual closeness of a graph are important and fast in distributing
information through the network. In this paper we have studied the closeness centralities for the proba-
bilistic neural networks PNN(n, k,m). In order to help us to know the properties of closeness central-
ities, which we had already computed, we plotted the three-dimensional graphics of C(PNN(n, k,m)),
R(PNN(n, k,m)) and R′(PNN(n, k,m)) with the help of space cartesian coordinate system.
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Abstract. In this paper we concentrate on almost Ricci and almost quasi Yamabe soli-
tons on Riemannian manifolds equipped with some special vector fields such as projective,
affine conformal and give some notable characterizations which classify such manifolds.
Also, we provide some necessary conditions for which affine conformal and projective
vector field are affine. Furthermore, we give some necessary and sufficient conditions for
a Riemmannian manifold M to be Ricci symmetric.

Mathematics Subject Classification (2010): Almost Ricci soliton, Ricci soliton,
almost quasi Yamabe soliton, Yamabe soliton, Ricci symmetric manifold.
Key words: 35Q51, 53C44, 53B20.

Article history:
Received: October 25, 2020
Received in revised form: October 8, 2021
Accepted: October 10, 2021

1. Introduction

The interest in the study of the problems on Ricci and Yamabe flows, which are evolution equations for
Riemannian metrics, has increased in the last years. After the concepts of Yamabe and Ricci flow were
defined by Hamilton, geometric flows have started to gain more importance in the studies of differential
geometry of manifolds. According to Hamilton, on a Riemannian manifold M the definitions of Ricci
and Yamabe flow are given by, respectively ([11], [12]):

∂

∂t
g(t) = −2S(g(t))

and

∂

∂t
g(t) = −2r(t)g(t).

Here, S, r and g are the Ricci tensor, the scalar curvature and the metric tensor of M , respectively. In a
manifold of dimension n = 2, these geometric flows are equivalent. However, if n > 2 there does not exist
such an equivalence between them. While the Yamabe flow preserves the conformal class of metrics, the
Ricci flow does not in general.

A Riemannian manifold (M, g) with a vector field V ∈ Γ(TM) is named as a Ricci soliton if it satisfies
[12]

(£V g)(X,Y ) + 2S(X,Y ) + 2λg(X,Y ) = 0, λ ∈ R(1.1)

or is named as a Yamabe soliton if it satisfies [12]

1

2
(£V g)(X,Y ) = (r − λ)g(X,Y ), λ ∈ R(1.2)

where £V denotes the Lie-derivative with respect to V , which is called the potential vector field. The
Ricci solitons (or Yamabe solitons) can be categorized as shrinking, steady or expanding depending on
λ < 0, λ = 0 or λ > 0, respectively.
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Yamabe and Ricci solitons are special solutions of Hamiton’s Yamabe and Ricci flow, respectively.
Inspired by Hamilton’s work, many mathematicians have worked comprehensively the varied generaliza-
tions of such solitons in recent years. For example, authors in [18] introduced the almost Ricci solitons as
a more general case of Ricci solitons by setting λ as a function in (1.1). Similarly, Barbosa et al. defined
the notion of almost Yamabe soliton in [1]. Then, Blaga defined a new kind of Yamabe solitons called
almost quasi Yamabe solitons in [2]. According to Blaga, a Riemannian manifold (M, g) is named as an
almost quasi Yamabe soliton if there exist some smooth functions λ, µ and a vector field V satisfying

1

2
(£V g)(X,Y ) = (r − λ)g(X,Y ) + µV ⋆(X)V ⋆(Y ),(1.3)

such that V ⋆ is the dual 1-form of V , namely V ⋆(X) = g(X,V ). An almost quasi Yamabe soliton which
satisfies (1.3) is denoted by (V, λ, µ). If variable λ in (1.3) is a constant on (M, g), then eq. (1.3) becomes
a quasi Yamabe soliton [7]. If µ vanishes identically in (1.3), then eq. (1.3) defines an almost Yamabe
soliton [1]. For the latest studies as regards Ricci and Yamabe solitons, we refer to ([8], [14], [15], [17],
[18], [20], [24]) and references therein.

On the other hand, in manifold theory, the specialists used many methods to classify manifolds. One
of these methods is by using the vector fields, both diferential in geometry and physics. They are useful
tools to characterize the most geometric structures of the related topic of the manifolds. In addition to
this, they arise in many fields and play a notable role in the works of Riemannian geometry. Hence, the
manifolds endowed with special geometric vector fields have been considered by several authors such as
[3]-[7], [9], [13], [22] and [23].

Motivated by these circumstances, we deal with almost Ricci and almost quasi Yamabe solitons on
Riemannian manifolds equipped with some special vector fields, which prove to be rich in geometrical
structures. The present paper is organized in the following way: in section 2, we give some essential
definitions, notations and formulas; in section 3, we give our main results that we obtain in this work.

2. Preliminaries

In this section, we recall some fundamental definitions and formulae which are going to be used.
Let (M, g) be a Riemannian manifold and let S be the Ricci tensor of (M, g). The manifold is named

Ricci recurrent if it satisfies [16]

(∇XS)(Y, Z) = A(X)S(Y,Z),(2.1)

such that

(∇XS)(Y,Z) = ∇XS(Y,Z)− S(∇XY,Z)− S(Y,∇XZ),

for any X,Y, Z ∈ Γ(TM), where A is a non-zero 1-form. If A = 0 in (2.1), then (M, g) is called a Ricci
symmetric manifold. Also, if the Ricci tensor S of (M, g) satisfies

(∇XS)(Y,Z) + (∇Y S)(Z,X) + (∇ZS)(X,Y ) = 0

then, it is called a cyclic Ricci tensor.
On the other hand, a vector field V on a Riemannian manifold (M, g) is said to be affine conformal if

it satisfies [10]

(£V ∇)(X,Y ) = X(ρ)Y + Y (ρ)X − g(X,Y )Dρ,(2.2)

or is said to be projective if it satisfies [19]

(£V ∇)(X,Y ) = p(X)Y + p(Y )X,(2.3)

where £V is the Lie-derivative with respect to V , p is an exact 1-form, ρ is a smooth function on M and
Dρ is the gradient of ρ. If variable ρ in (2.2) is a constant, then the vector field V is called affine. Also,
if the 1-form p vanishes identically in (2.3), then V is called an affine vector field.
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3. Main Results

In this section, we deal with almost quasi Yamabe and almost Ricci solitons on Riemannian manifolds
endowed with some special vector fields such as affine conformal, projective vector field and obtain results
which classify such manifolds.

Assumption: Let (M, g) be a Riemannian manifold. Throughout this paper, unless otherwise stated,
we assume that the potential vector field V is an unit non-parallel vector field with respect to the Levi-
Civita connection ∇ on the Riemannian manifold (M, g).

3.1. Almost quasi Yamabe solitons. Let (V, λ, µ) be an almost quasi Yamabe soliton on a Riemannian
manifold (M, g). Then, from (1.3) we have

g(∇Y V,Z) + g(Y,∇ZV ) = 2(r − λ)g(Y,Z) + 2µV ⋆(Y )V ⋆(Z),(3.1)

for any Y,Z ∈ Γ(TM). Substituting Z for V in (3.1) and using g(V, V ) = 1, we get

g(Y,∇V V ) = 2(r − λ+ µ)V ⋆(Y ).(3.2)

Setting Y = V in (3.2), one gives

r − λ+ µ = 0.(3.3)

Making use of (3.1) and (3.3), the equation (1.3) takes the form

(£V g)(Y, Z) = −2µg(Y,Z) + 2µV ⋆(Y )V ⋆(Z).(3.4)

On the other hand, from Yano [21] we know that we have the following commutation formula

(£V ∇Xg −∇X£V g −∇[V,X]g)(Y,Z) = −g((£V ∇)(X,Y ), Z)(3.5)

−g((£V ∇)(X,Z), Y ),

for any X,Y, Z ∈ Γ(TM). Since the Riemannian metric g is parallel, i.e. ∇g = 0, the equation (3.5)
reduces to

(∇X£V g)(Y,Z) = g((£V ∇)(X,Y ), Z) + g((£V ∇)(X,Z), Y ).(3.6)

Also, it follows from (2.2) that we obtain

g((£V ∇)(X,Y ), Z) + g((£V ∇)(X,Z), Y ) = 2X(ρ)g(Y, Z).(3.7)

In view of (3.4) and after some straightforward calculations, we infer

(∇X£V g)(Y,Z) = −2X(µ)g(Y,Z) + 2X(µ)V ⋆(Y )V ⋆(Z)(3.8)

+2µ(V ⋆(Y )g(Z,∇XV ) + V ⋆(Z)g(Y,∇XV )).

By combining (3.6), (3.7) and (3.8), one immediately has

2X(ρ)g(Y, Z) = −2X(µ)g(Y, Z) + 2X(µ)V ⋆(Y )V ⋆(Z)(3.9)

+2µ(V ⋆(Y )g(Z,∇XV ) + V ⋆(Z)g(Y,∇XV )).

Taking V instead of Z in (3.9) yields

X(ρ)V ⋆(Y ) = µg(Y,∇XV ).(3.10)

Again, taking V instead of Y in (3.10), we have X(ρ) = 0. This means that ρ is a constant. In this case,
the vector field V is affine on M and the equation (3.10) becomes

µg(Y,∇XV ) = 0.

which implies either µ = 0 or ∇XV = 0. Because V is a non-parallel vector field, we have µ = 0.

Thus, this leads to the following.

Theorem 3.1. Let (M, g) be a Riemannian manifold admitting an almost quasi Yamabe soliton (V, λ, µ)
such that the vector field V is affine conformal. Then V is an affine vector field on M and the almost
quasi Yamabe soliton reduces to the almost Yamabe soliton.
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Using the equality (3.9), we can state the following:

Corollary 3.2. Let (M, g) be a Riemannian manifold endowed with an affine conformal vector field V .
Then we have the followings:
i) If (M, g) admits a quasi Yamabe soliton (V, λ, µ), then the vector field V is affine on M and (M, g)
has constant scalar curvature.
ii) If (M, g) admits an almost Yamabe soliton (V, λ), then the vector field V is affine on M .
iii) If (M, g) admits a Yamabe soliton (V, λ), then the vector field V is affine on M and (M, g) has
constant scalar curvature.

The next theorem presents a characterization of Riemannian manifolds which admit almost quasi
Yamabe solitons.

Theorem 3.3. Let (M, g) be a Riemannian manifold admitting an almost quasi Yamabe soliton (V, λ, µ)
such that the vector field V is projective. Then V is an affine vector field on M and the almost quasi
Yamabe soliton reduces to the almost Yamabe soliton.

Proof. Since V is a projective vector field on M , we write

(£V ∇)(X,Y ) = p(X)Y + p(Y )X,(3.11)

for any X,Y ∈ Γ(TM). Using the almost quasi Yamabe soliton equation (1.3) in the commutation
formula (3.6) and also using (3.11), we obtain

−2X(µ)g(Y,Z) + 2X(µ)V ⋆(Y )V ⋆(Z) + 2µV ⋆(Y )g(Z,∇XV )(3.12)

+2µV ⋆(Z)g(Y,∇XV ) = 2p(X)g(Y,Z) + p(Y )g(X,Z) + p(Z)g(X,Y ),

for any X,Y, Z ∈ Γ(TM). Plugging Y = V in (3.12) and using g(V, V ) = 1, we get

2µg(Z,∇XV ) = 2p(X)V ⋆(Z) + p(V )g(X,Z) + p(Z)V ⋆(X).(3.13)

Putting Z = V in (3.13), one has

p(X) + p(V )V ⋆(X) = 0.(3.14)

Again, putting X = V in (3.2) provides p(V ) = 0. Using this fact in (3.14), we have p(X) = 0. Then, V
is an affine vector field and the equation (3.13) reduces to

µg(Z,∇XV ) = 0.(3.15)

Because V is a non-parallel vector field, the equation (3.15) gives the conclusion µ = 0. Therefore, we
get the requested result. □

Using the equality (3.12), we can state the following:

Corollary 3.4. Let (M, g) be a Riemannian manifold endowed with a projective vector field V . Then we
have the followings:
i) If (M, g) admits a quasi Yamabe soliton (V, λ, µ), then the vector field V is affine on M and (M, g)
has constant scalar curvature.
ii) If (M, g) admits an almost Yamabe soliton (V, λ), then the vector field V is affine on M .
iii) If (M, g) admits a Yamabe soliton (V, λ), then the vector field V is affine on M and (M, g) has
constant scalar curvature.

3.2. Almost Ricci solitons. Let (V, λ) be an almost Ricci soliton on a Riemannian manifold (M, g).
Then, by definition of the almost Ricci soliton we write

(£V g)(Y,Z) = −2S(Y,Z)− 2λg(Y,Z),(3.16)

for any Y, Z ∈ Γ(TM). Taking covariant derivative of (3.16) with respect to X, we get

∇X(£V g)(Y,Z) = −2(∇XS(Y,Z) +X(λ)g(Y,Z)(3.17)

+λg(∇XY,Z) + λg(Y,∇XZ)),
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for any X ∈ Γ(TM). Also, making use of (3.16) we have

(£V g)(∇XY, Z) = −2(S(∇XY,Z) + λg(∇XY, Z))(3.18)

and

(£V g)(Y,∇XZ) = −2(S(Y,∇XZ) + λg(Y,∇XZ)).(3.19)

By virtue of the equalities (3.17), (3.18) and (3.19), we obtain

(∇X£V g)(Y,Z) = −2((∇XS)(Y,Z) +X(λ)g(Y,Z)).(3.20)

Because the vector field V is affine conformal on M , with the help of (3.6), (3.7) and (3.20), we find that

(∇XS)(Y,Z) = X(λ− ρ)g(Y, Z).(3.21)

Now, if (M, g) is a Ricci symmetric manifold, then we arrive at

X(λ− ρ)g(Y,Z) = 0.(3.22)

Taking Y = Z = V in (3.22) gives X(λ − ρ) = 0. This implies that λ − ρ is a constant. Conversely, if
λ− ρ is a constant, then from (3.21) it follows that (M, g) is a Ricci symetric manifold.

Therefore, we are in a position to state the following:

Theorem 3.5. Let (M, g) be a Riemannian manifold admitting an almost Ricci soliton (V, λ) such that
the vector field V is affine conformal. Then (M, g) is a Ricci symmetric manifold if and only if λ− ρ is
a constant, where ρ is defined by (2.2).

As an immediate consequence of the Theorem 3.5, we can give the following corollary:

Corollary 3.6. Let (M, g) be a Riemannian manifold admitting a Ricci soliton (V, λ) such that the vector
field V is affine conformal. Then (M, g) is a Ricci symmetric manifold if and only if V is a affine vector
field on M .

Using the equality (3.11), we have the following:

Theorem 3.7. Let (M, g) be a Riemannian manifold admitting an almost Ricci soliton (V, λ) such that
the vector field V is affine conformal. Then (M, g) has cyclic Ricci tensor if and only if λ − ρ is a
constant, where ρ is defined by (2.2).

Proof. It follows from (3.11) that we get

X(λ− ρ)g(Y, Z) + Y (λ− ρ)g(X,Z) + Z(λ− ρ)g(X,Y )(3.23)

= (∇XS)(Y,Z) + (∇Y S)(Z,X) + (∇ZS)(X,Y )

for any X,Y, Z ∈ Γ(TM). If (M, g) has cyclic Ricci tensor, then (3.23) turns into

X(λ− ρ)g(Y,Z) + Y (λ− ρ)g(X,Z) + Z(λ− ρ)g(X,Y ) = 0.(3.24)

Also, taking V in place of Y and Z in (3.24) provides

X(λ− ρ) + 2V (λ− ρ)g(X,V ) = 0.(3.25)

Replacing X by V in (3.25) we obtain

V (λ− ρ) = 0.(3.26)

If we use (3.26) in (3.25), then we have X(λ− ρ) = 0, which implies that λ− ρ is a constant.
The converse of the theorem is clear. Therefore, the proof is completed. □

The proof of the following corollary easily follows from Theorem 3.7.

Corollary 3.8. Let (M, g) be a Riemannian manifold admitting a Ricci soliton (V, λ) such that the vector
field V is affine conformal. Then (M, g) has cyclic Ricci tensor if and only if V is an affine vector field
on M .
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Next theorem gives a classification a result on an almost Ricci soliton and its potential vector field.

Theorem 3.9. Let (M, g) be a Ricci symmetric Riemannian manifold admitting an almost Ricci soliton
(V, λ) such that the vector field V is projective. Then the almost Ricci soliton reduces to Ricci soliton if
and only if V is an affine vector field on M .

Proof. Owing to being V projective vector field on M , from (2.3) we have

2p(X)g(Y, Z) + p(Y )g(X,Z) + p(Z)g(X,Y )(3.27)

= g((£V ∇)(X,Y ), Z) + g((£V ∇)(X,Z), Y ),

for any X,Y, Z ∈ Γ(TM). Also, keeping in mind (3.6) and (3.20) we get

−2((∇XS)(Y,Z) +X(λ)g(Y,Z)) = 2p(X)g(Y,Z) + p(Y )g(X,Z)(3.28)

+p(Z)g(X,Y ).

Since M is a Ricci symmetric Riemannian manifold, the eq. (3.28) transforms into

−2X(λ)g(Y, Z) = 2p(X)g(Y,Z) + p(Y )g(X,Z) + p(Z)g(X,Y ).(3.29)

Putting Y = Z = V in (3.29), we derive

X(λ) = −p(X)− p(V )g(X,V ).(3.30)

After, inserting (3.30) in (3.29), one has

2p(V )g(X,V )g(Y,Z) = p(Y )g(X,Z) + p(Z)g(X,Y ).(3.31)

If we put X = Z = V in (3.31), we arrive at

p(Y ) = p(V )g(V, Y ).(3.32)

Hence, from (3.30) and (3.32) we obtain

X(λ) = −2p(X),

which completes the proof. □

As a result of the Theorem 3.9, we can give following.

Corollary 3.10. Let (M, g) be a Ricci symmetric Riemannian manifold admitting a Ricci soliton (V, λ)
such that the vector field V is projective. Then V is an affine vector field on M .

Example 3.11. [3] One considers the three-dimensional manifold

M = {(x, y, z) ∈ R3, z > 0},

where (x, y, z) are the Cartesian coordinates in R3. Take

g :=
1

z2
{dx⊗ dx+ dy ⊗ dy + dz ⊗ dz},

V ⋆ := −1

z
dz, V := −z

∂

∂z
.

Let e1, e2 and e3 be the linearly independent vector fields in R3 as follows:

e1 = z
∂

∂x
, e2 = z

∂

∂y
and e3 = −z

∂

∂z
.

Then, we have

V ⋆(e1) = 0, V ⋆(e2) = 0, V ⋆(e3) = 1,

[e1, e2] = 0, [e2, e3] = e2, [e3, e1] = −e1.
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On the other hand, using Koszul’s formula for the Riemannian metric g, we get:

∇e1e2 = ∇e2e1 = ∇e3e1 = ∇e3e2 = ∇e3e3 = 0,

∇e1e1 = −e3, ∇e1e3 = e1, ∇e2e2 = −e3, ∇e2e3 = e2.

Also, with the help of the above equations we find that

R(e1, e2)e2 = −e1, R(e2, e1)e1 = −e2,

R(e3, e1)e1 = −e3, R(e2, e3)e3 = −e2,

R(e1, e3)e3 = −e1, R(e3, e2)e2 = −e3.

In view of the expressions of the curvature tensors, one has

S(e1, e1) = S(e2, e2) = S(e3, e3) = −2

and hence

r = S(e1, e1) + S(e2, e2) + S(e3, e3) = −6.

Writing the quasi Yamabe soliton equation in (ei, ei) we obtain:

1

2
(£V g)(ei, ei) = (−6− λ)g(ei, ei) + µV ⋆(ei)V

⋆(ei),

for all i = 1, 2, 3. Hence, we get λ = −7 and µ = −1. Then, (V, λ, µ) defines a quasi Yamabe soliton.

Example 3.12. [3] Let M = R3 and (x, y, z) be the standard coordinates in R3. Let g be the Lorentzian
metric defined by:

g := e−2zdx⊗ dx+ e2x−2zdy ⊗ dy − dz ⊗ dz.

Let e1, e2 and e3 be the linearly independent vector fields in R3 as follows:

e1 = ez
∂

∂x
, e2 = ez−x ∂

∂y
and e3 =

∂

∂z
.

Also, consider the 1-form V ⋆ and the potential vector field V :

V ⋆ := dz, V :=
∂

∂z
.

Therefore, we find:

∇e1e2 = ∇e3e1 = ∇e3e2 = ∇e3e3 = 0,

∇e1e1 = −e3, ∇e2e3 = −e2, ∇e1e3 = −e1,

∇e2e1 = eze2, ∇e2e2 = −eze1 − e3.

Using the above equations, one has

R(e1, e2)e2 = (1− e2z)e1, R(e2, e1)e1 = (1− e2z)e2,

R(e1, e3)e3 = −e1, R(e3, e1)e1 = e3,

R(e2, e3)e3 = −e2, R(e3, e2)e2 = e3.

Using the expressions of the curvature tensors, we have

S(e1, e1) = −e2z, S(e2, e2) = −e2z, S(e3, e3) = −2

and

r = S(e1, e1) + S(e2, e2) + S(e3, e3) = −2− 2e2z.

In this case, it follows from the eq. (1.3) that (V, λ, µ) defines an almost quasi Yamabe soliton with
λ = 1− 2e2z and µ = −1.
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ZAGREB DOMINATION IN GRAPHS

B. CHALUVARAJU1, S. A. DIWAKAR1 AND SUNILKUMAR M. HOSAMANI2

Abstract. A set D ⊆ V is a dominating set of a graph G if every vertex in V − D
is adjacent to one or more vertices in D. The first Zagreb index M1(G) is the sum of
the square of the degree of each vertex in G. In this paper, these two classical concepts
are combined and initiated the novel Zagreb-domination parameters in terms of first
perfect/strong/weak Zagreb domination in graphs. Here, we investigate several prop-
erties and bounds of these newly introduced Zagreb-domination parameters. Further,
we examine the applicability of the Zagreb domination in the QSPR-analysis of octane
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1. Introduction

All graphs considered here are finite, undirected and connected with no loops and multiple edges. As
usual p = |V | = |V (G)| and q = |E| = |E(G)| denote the number of vertices and edges of G, respectively.
In general ⟨X⟩ to denote the subgraph induced by the set of vertices X. N(v) = {dG(v) : v ∈ V }
and N [v] = N(v) ∪ {v} denote the open and closed neighborhoods of a vertex v, respectively. For a set
S ⊆ V , its open neighborhood is the set N(S) =

⋃
v∈S N(v) and its closed neighborhood is the set N [S] =

N(S) ∪ S. The private neighborhood PN(v, S) of v ∈ S is defined by PN(v, S) = N(v) −N(S − {v}).
For graph-theoretic terminology and notation not defined here we follow [9].

The concept of domination has existed and has been studied for a long time. Books on domination
[10, 11, 12] have stimulated sufficient inspiration, leading to the expansive growth of this field. A set
D ⊆ V is a dominating set of G if every vertex in V −D is adjacent to one or more vertices in D. The
minimum cardinality taken over all dominating sets in G is called domination number and is denoted by
γ(G). A dominating set D with minimum cardinality is called γ-set of G. Further, a minimal dominating
set is a dominating set in a graph that is not a proper subset of any other dominating set. For more
details on domination and its related parameters, we refer to [1, 3, 4, 14].

Gutman and Trinajstić [8] have put forward a degree based topological indices viz., Zagreb indices for
analyzing the structure-dependency of total π−electron energy, these invariants called the first Zagreb
index and second Zagreb index are defined as

M1(G) =
∑

u∈V (G)

dG(u)
2 =

∑
uv∈E(G)

[
dG(u) + dG(v)

]
M2(G) =

∑
uv∈E(G)

dG(u) dG(v).
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For a comprehensive study of Zagreb type indices and their history, applications, and mathematical
properties, see [2, 5, 6, 7, 8] and the references cited therein.

2. First Perfect Zagreb Domination

Let G = (V,E) be a graph. A subset D ⊆ V of vertex set of G is said to be first perfect Zagreb
dominating (FPZD) set if

(i) for every v ∈ D there exist u ∈ V −D such that uv ∈ E(G).
(ii)

∑
v∈D dG(v)

2 =
∑

u∈V−D dG(u)
2.

The minimum cardinality among all FPZD-sets of the graph G are called the first perfect Zagreb
domination number γpz(G). Further, an FPZD-set D is a minimal FPZD-set if no proper subset of D is
an FPZD-set. The FPZD-set D with minimum cardinality is called γpz-set of a graph G.

Now, we illustrate some examples, which yield γpz(G) when G is an odd order.
Example 1. Consider the 5-vertex graph obtained from two triangles, by identifying a vertex of one
triangle with a vertex of another triangle. This graph has one vertex of degree 4 and four vertices of
degree 2. The vertex of degree 4 forms an FPZD-set.
Example 2. Consider the 15-vertex graph G obtained from one C5 and five triangles by identifying all
the vertices of a C5 with the vertex of triangles.

b

bb

bb

b b

b

b

b

b

b

b bb

b

v1 v2

v3 v4

v5

v6

v7

v8

v9

v10

v11 v12

v13

v14

v15

Figure 1. 15-vertex graph

This graph has p = 15, q = 20 and five vertices of degree 4 and the remaining vertices of degree 2. Here,
D = {v3, v4, v9, v12, v13, v14} is the FPZD-set of G. Therefore

∑
v∈D dG(v)

2 =
∑

u∈V−D dG(u)
2 = 60.

To prove our next result we make use of the following result.
Tutte’s Theorem [16]. Let G be a graph. Then G has a perfect matching if and only if O(G−S) ≤ |S|
for every subset of S ⊆ V , where O(G− S) is the number of odd components that gets generated if S is
removed from G.

Theorem 2.1. For any connected (p, q)-graph satisfying FPZD-set,

p− q ≤ γpz(G) ≤ p

2
.

Further, the lower bound attained if and only if the graph G ∼= K2 and the upper bound is attained if and
only if G ≇ T (except path P2n;n ≥ 1) is a perfect matching (i.e., every vertex of the graph is incident
to exactly one edge of the matching).

Proof. Let D be a FPZD-set of a connected graph G. Since every vertex in V − D has a common
neighborhood with at least one vertex of D, then q ≥ |V −D|. Hence lower bound follows.
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Since every connected non-trivial graph G has a FPZD-set D whose complement V −D is also a FPZD-
set. Hence |D|+ |V −D| = p and D

′ ⊆ V −D. Thus γpz(G) ≤ min{|D|, |D′ |} ≤ p
2 .

Now we prove the second part. On contrary, suppose γpz(G) ̸= p − q. Then there exist atleast three
vertices u, v and w such that u is not adjacent to v and w is adjacent to both u and v. This implies that
w ∈ D is a FPZD-set and u, v ∈ V −D of G. This implies that

∑
w∈D dG(w)

2 >
∑

x=u,v∈V−D dG(x)
2,

which is a contradiction. The converse part is obvious. Hence γpz(G) = p− q follows.
Now, for equality of an upper bound, let Vi; 1 ≤ i ≤ k be a vertex set partition of a non-trivial connected

graph G with even order. If each induced subgraph ⟨Vi⟩ is regular, then
∑
u∈D

deg(u)2 =
∑

v∈V−D

deg(v)2.

Therefore, D contains |Vi|
2 vertices for every i. Let M = {v1v2, v3v4, v5v6, · · · , vp−1vp} be a perfect

matching in G. If each vertex set partition of Vi is the union k-pairs of vertices of same degree. Therefore
γpz(G) = p

2 .
Conversely, suppose γpz(G) ̸= p

2 . We consider the following cases
Case 1. If |D| < p

2 with even order, then |V −D| ≥ p
2 + 1. By condition (ii) of the definition of FPZD-

set, we have
∑

v∈D dG(v)
2 = pr2

2 =
∑

u∈V−D dG(u)
2. Since |V −D| ≥ p

2 + 1. Hence
∑

u∈V−D dG(u)
2 ≥

pr2

2 + r2, which is a contradiction.

Case 2. If |D| > p
2 , then by the similar arguments as in Case 1, we have

∑
v∈D dG(v)

2 ≥ pr2

2 + r2, which
is again a contradiction.

In general, if γpz(G) = p
2 yields, then the V (G) is necessarily even. Since the vertex set of G should be

partitioned into the union of k- pairs of vertices of same degree. Hence it is easy to see that O(G−S) ≤ |S|
for every subset of S ⊆ V . By Tutte’s theorem, G must has a 1-factor or a perfect matching. Thus the
result follows. □

Theorem 2.2. Let G be a connected graph satisfying FPZD-set D. If D is a minimal FPZD-set, then
V −D is also a FPZD-set of G.

Proof. Let D be a minimal FPZD-set of G. Suppose V − D is not an FPZD-set. Then there exists a
vertex u such that u is not dominated by any vertex in V −D. Since G, a non-trivial connected graph
satisfies FPZD-set, u is dominated by at least one vertex in D − {u}. Thus D − {u} is a FPZD-set, a
contradiction. Hence V −D is an FPZD-set of a graph G. □

To prove our next result, we make use of the following definition:
Let G and H be two graphs. Then the corona of G and H is the graph G◦H which is the disjoint union

of G and |V (G)| copies of H and every vertex v of G is adjacent to every vertex in the corresponding
copy of H.

Corollary 2.3. Let G be a non-trivial connected graph satisfying FPZD-set. Then γ(G) = γpz(G) = p
2

if and only if G ∼= {C4 or H ◦K1} for any connected graph H with even order.

Proof. Let G be a graph isomorphic with C4 or H ◦ K1 for any connected graph H with even order
satisfying FPZD-set D. Since each vertex v of D covers all the edges due to r-regular graph G. There
fore

∑
v∈D dG(v)

2 =
∑

u∈V−D dG(u)
2 and γpz(G) = γ(G) = p

2 .
Conversely, let γ(G) = γpz(G). Since the graph is satisfying perfect matching and r-regular. The

result follows. □

Theorem 2.4. A dominating set D of a graph G is minimal FPZD-set if and only if it satisfies the
following conditions,

(i) PN(v,D) ̸= ∅ for every v ∈ D
(ii)

∑
v∈D dG(v)

2 =
∑

u∈V−D dG(u)
2.

Proof. Let D be a minimal FPZD-set. Then every vertex v ∈ D, D − {v} not a FPZD-set, there exists
a vertex u ∈ V − (D − {v}). Therefore u ∈ PN(v,D). Hence for every vertex v ∈ D has at least one
neighbor. Thus PN(v,D) ̸= ∅. Also,

∑
v∈D dG(v)

2 =
∑

u∈V−D dG(u)
2.
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Conversely, suppose PN(v,D) ̸= ∅ and
∑

v∈D dG(v)
2 =

∑
u∈V−D dG(u)

2. Now we have to prove that
D is a minimal FPZD-set. Assume D is not a minimal FPZD-set which implies that there exists a vertex
v ∈ D such that D−{v} a dominating set. Then v is adjacent to at least one vertex in D−{v} and also
every vertex in V −D is adjacent to at least one in D − {v}. Therefore, neither (i) nor (ii) holds, which
is a contradiction. □

Theorem 2.5. Let G be any connected graph having minimum FPZD-set D. Then G is a minimal
FPZD-set.

Proof. LetD be any FPZD-set. If for each vertex v ∈ D, then there exist
∑

v∈D dG(v)
2 =

∑
u∈V−D dG(u)

2

such that uv ∈ E(G). Hence D is a minimal FPZD-set. □

Remark 2.6. Converse of the Theorem 2.5 need not be true. For example, consider a graph G having ver-
tex set {v1, v2, . . . , v19}. Here, D1 = {v1, v3, v4, v6, v11, v13, v16}, D2 = {v2, v5, v7, v8, v9, v10, v12, v14, v15, v17,
v18, v19} are the FPZD-sets of G. Since D1 is a minimum FPZD-set, which is a minimal and D2 is
minimal FPZD-set, which is not minimum.

Figure 2. A graph G with 19 vertices

Theorem 2.7. For any connected graph G satisfying FPZD-set,

γ(G) ≤ γpz(G) ≤ p− γ(G).

Proof. Since every FPZD-set is a dominating set. Hence, γ(G) ≤ γpz(G).
Let D be an FPZD-set of a graph G. Suppose V −D is not a dominating set of G. Then there exists

a vertex v in D such that v is not adjacent to any of the vertex in V −D. Hence D−{v} is an FPZD-set
of G, which is a contradiction to the minimality of D. In continuation, V −D is a dominating set of G,
we have |V −D| ≥ γ(G) implies γ(G) + γpz(G) ≤ p. Thus the upper bound follows. □

We showed that there are G graphs for which the γpz(G) = γ(G) equality is maintained. However, the
difference between γpz(G) and γ(G) can be arbitrarily large.

Theorem 2.8. The difference γpz(G)− γ(G) can be arbitrarily large.

Proof. Consider a complete bipartite graph Km,n with m = n and γ(Km,n) = 2. γpz(Km,n) =
p
2 . Hence

γpz(G)− γ(G) = p−4
2 . □

To prove next result, we use certain definitions that are:

1. The n-pan graph with p = n+1 is the graph obtained by joining a cycle graph Cn to a singleton
graph K1 with a cut vertex.

2. The fish graph is the graph obtained by taking one copy of a complete graph K3 with an odd
cycle C2n+1;n ≥ 1 of atmost one vertex in common and is denoted by (2n+ 1)-fish graph.
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Theorem 2.9. For any connected graph G satisfying a FPZD-set,

(i) γpz(G) = 1 if and only if G is P2 or 3-pan graph or 3-fish graph.
(ii) γpz(G) = 2 if and only if G is P4 or C4 or 5-fish graph or 5-pan graph.
(iii) γpz(G) = p− 1 if and only if G ∼= P2.
(iv) γpz(G) = p− 2 if and only if G ∼= P4 or C4 or K4.
(v) γpz(G) = γpz(G− v) if and only if G is a (2n+ 1)-fish graph.

Proof.
(i) Let D be a FPZD-set of a connected graph and γpz(G) = 1. Then every vertex v ∈ D, there exists a
vertex u ∈ V − (D − {v}). Therefore u is a open neighborhood of v with respect to D. Hence for every
vertex v in D has at least one neighbor. Hence G is P2 or 3-pan graph or 3-fish graph.

Conversely, suppose G is P2 or 3-pan graph or 3-fish graph. By Theorem 2.2, D is a dominating set.
We have to prove that γpz(G) = 1. Suppose D is not a minimal FPZD-set. Then there exists at least
one vertex v in D such that D − {v} is a dominating set. If D − {v} dominates V − (D − {v}), then at
least one vertex D − {v} is adjacent to v. This contradicts that D is a FPZD-set. Hence γpz(G) = 1.
(ii) By (i), the result (ii) follows.
(iii) Let G be a connected graph with even order p. Since γpz(G) ≤ p

2 , we have γ(G) = γpz(G) with the
graph G ∼= P2. Therefore, γ(G) = p− 1 = p

2 for p = 2. Thus the result follows.
The converse is obvious.

(iv) By (iii), the result (iv) follows.
(v) Let v ∈ V (G) and dG(v) = ∆(G). Let D be the minimal FPZD-set of G−v with minimum cardinality.
So, γpz(G) = |D|. Since dG(v) = ∆(G), v is in G and v is a cut vertex. By the definition of FPZD-set,
every FPZD-set of G contains at least one ∆(G), which implies γpz(G) = γpz(G− v).

The converse is obvious. □

Theorem 2.10. For any connected graph G with even order,⌊
α(G)

2

⌋
≤ γpz(G) ≤ α(G),

where α(G) is a vertex covering number of a graph G.

Proof. Let G be any connected graph, which satisfies an FPZD-set. Then at least one of ∆(G) cover the
edges of maximum degree; at least one of δ(G) cover the remaining edges of G and also, if δ(G) = ∆(G),
then α(G) covers all the edges of G. Hence the lower bound follows.

Let D be a FPZD-set of a connected graph G and let u ∈ V − D, which implies D ⊆ N(u). Since
δ(G) ≥ 1, the vertex u is adjacent to atleast one vertex of D, is a vertex covering set of G. Hence
γpz(G) ≤ α(G). □

Theorem 2.11. Let G be a connected graph with even order. Then⌈
diam(G)

2

⌉
≤ γpz(G) ≤ p− 1−

⌊
diam(G)− 1

2

⌋
.
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Proof. Let G be a connected graph satisfying FPZD-set. Then by the definition of diameter of a graph
G. The lower bound folows.

To prove the upper bound. Let D be any connected graph contains a diametral path Pp. Then by
Theorem 2.1, we obtain

γpz(G) ≤ (p− diam(G)− 1) +

⌊
diam(G)− 1

2

⌋
= p− 1−

⌊
diam(G)− 1

2

⌋
.

□

Theorem 2.12. For any connected graph G with even order p has δ(G) ≥ 2 and g(G) ≥ 3,⌊
g(G)

2

⌋
≤ γpz(G) ≤ p−

⌊
g(G)

2

⌋
+ 1,

where g(G) is a girth (i.e., the length of its shortest cycle) of a graph G.

Proof. The lower bound is straight forward. Now, to prove the upper bound, let G be a connected graph
with even order p with δ(G) ≥ 2 and g(G) ≥ 3. Form G

′
by removing the cycle Cp of shortest length from

G. Suppose an arbitrary vertex v ∈ V (G
′
), then v has at least two neighbors say u and w. If u,w ∈ Cp

and d(u,w) ≥ 2 then by replacing the path from u and w on Cp with the path uvw which reduces the
girth of G, a contradiction. If d(u,w) ≤ 1, then u,w, v are on a cycle Cp in G, which is a contradiction

to the hypothesis that g(G) ≥ 3. Hence no vertex in G
′
has two or more neighbors on Cp. Therefore,

γpz(G) ≤ p− ⌊ g(G)
2 ⌋+ 1. □

Theorem 2.13. [7] For any (p, q)-simple graph G with p ≥ 3 vertices,

M1(G) ≤ p(∆(G))2.

Equality holds if and only if G is r-regular graph.

Clearly, a graph G having no isolates with even order is γpz(G) ≤ M1(G). Now, we obtain sharp upper
bound for γpz(G) in terms of order, maximum degree and the first Zagreb index of G.

Theorem 2.14. For any (p, q)-simple graph G with p ≥ 3,

γpz(G) ≤ p2(∆(G))2

2M1(G)
.

Equality holds if and only if G is a regular graph.

Proof. Let G be a graph of order p with maximum degree ∆(G) and if p2(∆(G))2

2M1(G) ≥ γpz(G). Then

p2(∆(G))2 ≥ 2M1(G)γpz(G) But γpz(G) ≤ p
2 . We have p(∆(G))2 ≥ M1(G) That is M1(G) ≤ p(∆(G))2.

Thus, the result follows from Theorem 2.13. □

3. First strong Zagreb domination

A dominating set D ⊆ V of a graph G = (V,E) is a first strong Zagreb dominating (FSZD) set if

(i) for every v ∈ D there exist u ∈ V −D such that uv ∈ E(G).
(ii)

∑
v∈D dG(v)

2 >
∑

u∈V−D dG(u)
2.

The minimum cardinality among all the FSZD-sets of a graph G is called the first strong Zagreb
domination number γsz(G). The FSZD-set D with minimum cardinality is called γsz-set of G.

Here, we start with a couple of Observation and Proposition, which are straightforward, hence we omit
the proofs.

Observation 3.1. Let G be any totally disconnected graph. Then the FSZD-set of G does not exist.

Proposition 3.2. Let G be some standard class of graphs with p ≥ 3 vertices. Then
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(i) γsz(Pp) =

{
⌊p
2⌋ if p is odd;

p
2 if p is even.

(ii) γsz(Cp) =

{
⌈p
2⌉ if p is odd;

⌈p
2⌉+ 1 if p is even.

(iii) γsz(Kp) =

{
⌈p
2⌉ if p is odd;

p
2 + 1 if p is even.

(iv) γsz(K1,p−1) = 1.

Theorem 3.3. Let G be a graph. Then γsz(G) = 1 if and only if there exist only cut vertex v in G with
degree p− 1.

Proof. Let D = {v} be a γsz-set of a graph G. Then {v} has the maximum degree ∆(G) dominates all
the vertices. This implies that

∑
v∈D dG(v)

2 >
∑

u∈V−D dG(u)
2. Hence {v} is a cutvertex of G with

degree p− 1.
Conversely, if v is a cut vertex of a graph G with degree p − 1 since v is the only one cut vertex, it

dominates all the remaining vertices of G. Thus γsz(G) = 1. □

Theorem 3.4. If an FSZD-set is a dominating set, then there exists two verticess u,w ∈ V − D such
that d(u,w) ≥ 1.

Proof. Suppose there exists two vertex u,w ∈ V −D such that d(u,w)−0. Then ⟨V −D⟩ is disconnected,
which is a contradiction to the given hypothesis. Hence the result follows. □

Theorem 3.5. If a graph G satisfying an FSZD-set D, then D is always a minimal dominating set.

Proof. Since D is a minimal dominating set of G. Then for every vertex v ∈ D, D − {v} is a FSZD-set
of G. This implies that

∑
v∈D dG(v)

2 ̸>
∑

u∈V−D dG(u)
2. Hence every FSZD-set D is always a minimal

dominating set of G. □

Remark 3.6. Every FSZD-set D of a graph G is a dominating set but the converse need not be true.
For example, Figure 3 having vertex set {v1, v2, . . . , v19}. Here, D1 = {v1, v2, v3, v4, v6, v11, v13, v16} is the
FSZD-set of G. Since D1 is a minimum FSZD-set, and also, a dominating set. Further, D2 = {v2, v6, v11,
v13, v16} which is a dominating set but not the FSZD-set of G.

Theorem 3.7. If G is a graph with ∆(G) ≥ 2, then γsz-set always depends on support vertex or ∆(G)−1
and ∆(G), and both.

Proof. Let D be a FSZD-set of G. Since ∆(G) − 1 and ∆(G) dominates maximum number of ver-
tices and support vertex dominates vertex of degree one, which automaticaaly redirect

∑
v∈D dG(v)

2 >∑
u∈V−D dG(u)

2. Hence the result follows. □

Theorem 3.8. A tree T with more than one vertex of degree one is adjacent to a support vertex if and
only if every γ-set is a γsz-set of T .

Proof. Let D be a γsz-set of T . If a support vertex v adjacent to more than one vertex of degree one,
then v must be in D. Hence D is a γsz-set of T .

Conversely, suppose every γ-set of T is a γsz-set of T . We have to prove that a tree T with more than
one vertex of degree one is adjacent to a support vertex. Since a dominating set of T depends mainly on
support vertex, which implies to dominate vertex of degree one. Therefore, all support vertices dominate
the remaining vertices of T . Hence the proof. □

Theorem 3.9. If T is a tree of order p ≥ 3 vertices,

1 ≤ γsz(T ) ≤
p+ 1

2
.

Further, the lower bound attains if and only if T is isomorphic with star.
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Proof. Let T be a tree of order p ≥ 3 vertices. Then T has at least one support vertex and any FSZD-set
must contain all the support vertices. Thus the lower bound follows. By Proposition 3.2, the FSZD-set
is adjacent to atmost p

2 + 1 vertices. This implies that 2γsz(T ) ≤ q + 2 with q = p− 1, the upper bound
follows.

Now we prove the next part. On contrary, if T is a star of order p ≥ 3 vertices implies γsz(T ) = 1, let
D be a γ-set of T . Hence D must contain all support vertices. Since T has atleast one support vertex,
the induced subgraph ⟨D⟩ in T is a star with the same support vertex as T . Let t denote the center of
the star. If p ≥ ∆(T ) + 1, then there exist two vertices u,w ∈ V − D such that uw ∈ E. Since u and
w must be dominated by D, both u and w are adjacent to t. It follows that T has a cycle, which is a
contradiction. Therefore, γsz(T ) = 1 and T is a star. □

4. First weak Zagreb domination

A dominating set D ⊆ V of a graph G = (V,E) is a first weak Zagreb dominating (FWZD) set if

(i) for every v ∈ D there exist u ∈ V −D such that uv ∈ E(G).
(ii)

∑
v∈D dG(v)

2 <
∑

u∈V−D dG(u)
2.

The minimum cardinality among all the FWZD-sets of a graph G is called the first weak Zagreb
domination number γwz(G). The FWZD-set D with minimum cardinality is called γwz-set of G.

Observation 4.1. For any totally disconnected graph, the FWZD set does not exist.

Observation 4.2. Let G be a graph with the vertex of degree one. Then at least one vertex of degree one
belongs to γwz-set of G.

Proposition 4.3. Let G be some standard class of graphs. Then

(i) γwz(Pp) =

{
2 if p = 3;

⌈p
3⌉ if p ≥ 4.

(ii) γwz(Cp) =


1 if p =3;

does not exist if p = 4;

⌈p
3⌉ if p ≥ 5.

(iii) γwz(Kp) = 1.

(iv) γwz(Km,n) =


1 if 1= m ≤ n;

does not exist if m = n;

⌈p
3⌉ if 3 ≤ m < n.

Theorem 4.4. For any graph G with p ≥ 3 vertices with diam(G) = 2,

2 ≤ γwz(G) ≤ p− 1.

Proof. If G satisfies the hypothesis of the theorem, then clearly γwz(G) ≥ 2.
For upper bound, let γwz(G) ≥ p− 1 and diam(G) ̸= 2. If D is a minimal FWZD-set of G, then the

following cases arise:
Case 1. If diam(G) = 1, then G ∼= Kp, which implies γwz(G) = 1, which is a contradiction.
Case 2. If diam(G) ≥ p− 1, then clearly γwz(G) ≥ p, which is a contradiction.

Hence diam(G) = 2 holds. □

Observation 4.5. For any graph G has a FWZD-set D if and only if following conditions are satisfied:

(i) |V (G)| ≥ 3
(ii) D is totally disconnected.

Observation 4.6. Let G be a connected graph. If D is a FWZD-set of G, then V −D is a FSZD set of
G and vice-versa.
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Observation 4.7. If a FWZD-set D of a graph G is a minimal FWZD-set of each vertex v ∈ D, then
v is an isolated vertex in ⟨D⟩ in G.

Theorem 4.8. If T is a tree of p ≥ 3, then

γwz(G) ≥ ∆(T ).

Furthermore, the bound is attained if and only if T is a star.

Proof. Let T be a tree with p ≥ 3 vertices. Since T has at least two vertices of degree one and any
FWZD-set must contain all the vertices of degree one. Hence the result follows.

Now, we prove the second part. It T is a tree of order p ≥ 3, then γwz(G) = ∆(T ). Let D be a γwz-set
of T . Since T containing all its vertices of degree one. T has atleast two vertices of degree one, the ⟨D⟩
of a tree T is a star with the same vertex of degree one as T . Therefore, γwz(T ) = 1 and T is a star.

The converse is obvious. □

Theorem 4.9. Let T be any tree with at least two vertices of degree one are adjacent to a support vertex.
If D is a γ-set of T , then V −D is a γwz-set of a tree T .

Proof. Let D be a γ-set of T . A support vertex u adjacent to at least two vertices of degree one. Since
|D| = 1, which implies its complement is a γwz-set of T . Thus the result follows. □

5. Applicability of the Zagreb domination in QSPR-Analysis

In this section we examine the applicability of the γpz(G), γsz(G) and γwz(G) in QSPR-analysis
of octane isomers. For this, we consider the physico-chemical properties [acentric factor(AF), standard
enthalpy of vaporization (DHVAP), boiling points(BP), critical temperature (TC), critical pressure (PC),
entropy(S), density (D), mean radius (R2

m), heat of vaporization (Hv) and heat of formation (Hf )] of
octane isomers. The values are compiled in Table 1.

Alkane AF DHVAP BP TC PC S D R2
m −∆Hf −∆Hv

n-octane 0.39 9.9 125.7 296.2 24.64 111.67 0.70 2.04 208.6 41.49
2M 0.37 9.4 117.6 288.0 24.80 109.84 0.69 1.89 215.4 39.67
3M 0.37 9.5 118.9 292.0 25.60 111.26 0.70 1.79 212.5 39.83
4M 0.37 9.4 117.7 290.0 25.60 109.32 0.70 1.76 210.7 39.64
3E 0.36 9.4 118.5 292.0 25.74 109.43 0.71 1.76 210.7 39.64

2,2MM 0.33 8.9 106.8 279.0 25.6 103.42 0.69 1.67 224.6 37.28
2,3MM 0.34 9.272 115.6 293.0 26.6 108.0 0.71 1.64 213.8 38.78
2,4MM 0.34 9.0 109.4 282.0 25.80 106.98 0.70 1.61 219.2 37.76
2,5MM 0.35 9.051 109.1 279.0 25.0 105.72 0.69 1.64 222.5 37.85
3,3MM 0.32 8.9 112.0 290.8 27.2 104.74 0.71 1.73 220.0 37.53
3,4MM 0.34 9.3 117.7 298.0 27.4 106.59 0.72 1.52 212.8 38.97
2M3E 0.33 9.2 115.6 295.0 27.40 106.0 0.71 1.55 211.0 38.52
3M3E 0.3 9.0 118.3 305.0 28.9 101.48 0.72 1.52 214.8 37.99

2,2,3MMM 0.3 8.8 109.8 294.0 28.2 101.31 0.71 1.43 220.0 36.91
2,2,4MMM 0.30 8.4 99.24 271.1 25.50 104.0 0.69 1.4 224.0 35.14
2,3,3MMM 0.29 8.89 114.8 303.0 29.0 102.0 0.72 1.49 216.3 37.27
2,3,4MMM 0.31 9.0 113.5 295.0 27.6 102.39 0.71 1.36 217.3 37.75

2,2,3,3MMMM 0.25 8.41 106.5 270.8 24.5 93.0 0.82 1.46 225.6 42.9

Table 1- Physico-chemical properties of octane isomers.

where, M indicates methyl heptane, MM indictes dimethyl hexane, ME indictes methyl ethyl pentane,
MMM indictes trimethyl pentane and MMMM indictes tetramethyl butane.
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Now, we compute the respective first Zagreb index M1(G) and second Zagreb index M2(G) =∑
uv∈E(G) dG(u)dG(v), and the newly introduced Zagreb domination related parameters γpz(G), γsz(G)

and γwz(G) of octane isomers, which are listed in the following Table 2.

Alkane M1(G) M2(G) γpz(G) γsz(G) γwz(G)
n-octane 26.00 24.00 4.00 4.00 4.00

2M 28.00 26.00 3.00 3.00 4.00
3M 28.00 27.00 3.00 3.00 3.00
4M 28.00 27.00 3.00 3.00 3.00

2,3MM 28.00 28.00 4.00 3.00 3.00
2,4MM 32.00 30.00 4.00 3.00 3.00
2,5MM 30.00 30.00 4.00 2.00 5.00
3,4MM 30.00 29.00 4.00 3.00 4.00
2,2MM 30.00 28.00 7.00 2.00 6.00
3,3MM 32.00 32.00 7.00 3.00 6.00

3E 30.00 31.00 5.00 4.00 3.00
2,2,3MMM 30.00 31.00 6.00 3.00 6.00
2,2,4MMM 32.00 34.00 6.00 2.00 6.00
2,3,3MMM 34.00 35.00 6.00 3.00 6.00
2,3,4MMM 34.00 32.00 0.00 3.00 6.00

2M3E 34.00 36.00 4.00 3.00 3.00
3M3E 32.00 33.00 7.00 4.00 6.00

2,2,3,3MMMM 38.00 40.00 4.00 2.00 6.00

Table 2- Octane isomers values for above mentioned parameters.

We frame the following linear regression model for our study:

PP = aγpz(G) + bγsz(G) + cγwz(G) + d.

where PP indicates the physical properties of octane isomers, and a, b, c, d are arbitrary constants.
Surprisingly, we could see that the predicting power of these newly introduced parameters is better than

the first Zagreb index for the physical properties of octane isomers. For TC, the correlation coefficient
value for M1 is 0.342 where for model 1, r value is 0.589, For PC, the correlation coefficient value for M1 is
0.294 where for model 1, r value is 0.470 and for heats of vaporization the correlation coefficient value for
M1 is 0.222 where for model 1, r value is 0.270. Thus, the Zagreb domination related parameters perform
better than M1(G) in predicting PC, TC, and enthalpy of vaporization (HVAP) of octane isomers. The
multiple range from 6.5 to 7.5 of γpz(G), γsz(G) and γwz(G) are approximately same as M1(G) and
M2(G). Further, many degree based molecular descriptiors correlate certain physico-chemical properties
of octane isomers, for more details one can refer [13] and [15].

6. Conclusions

Being new Domination related parameters in terms of degree-based topological indices of a graph
G, i.e., novel Zagreb domination-types of parameters are initiated. For the comparative advantages,
applications, and mathematical point of view, many questions are suggested by this research, among
them are the following.

1. Find the extremal values and extremal graphs of the Zagreb domination-types of parameters.
2. Characterize γpz(G) = γsz(G).
3. Characterize γpz(G) = γwz(G).
4. Characterize γpz(G) interms of order and size, when G is odd order. (For illustrative examples,

see Example 1 and Example 2).
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1. Introduction and Preliminaries

For a set X, we call α a binary relation on X if α ⊆ X2. Let B(X) be denote the set of all binary
relations on X. For α, β ∈ B(X), define

β ◦ α = {(x, z) ∈ X2 : (∃y ∈ X)((x, y) ∈ α, (y, z) ∈ β)}.
The relation β ◦α is called the composition of α and β. It is well known that B(X), with composition, is
a monoid (semigroup with identity). Namely, △X = {(x, x) : x ∈ X} is its identity element. For a binary
relation α on a set X, define α−1 = {(x, y) ∈ X2 : (y, x) ∈ α} and αc = X2 \ α. Thus (αc)−1 = (α−1)c

holds.
Let A be a subset of X. For α ∈ B(X), set

Aα = {y ∈ X : (∃a ∈ A)((a, y) ∈ α)}, αA = {x ∈ X : (∃b ∈ A)((x, b) ∈ α)}.
It is easy to see that Aα = α−1A holds. Specially, we put aα instead of {a}α and αb instead of α{b}.

Notions and notations used in this article that are not previously defined may be find by the reader
in articles [1, 3, 4, 7, 9].

1.1. Bi-conjugative relations. The regularity of binary relations were first characterized by Zareckiii
[8]. Further criteria for regularity were given by Markowsky [2] and Schein [7]. In [9] Xu and Liu
introduced the concepts of finitely regular relations and finite extensions of binary relations, and presented
relational representations of hyper-continuous lattices. After that various similar types of binary relations
were studied by some other mathematicians. The fundamental works of K. A. Zareckii, Markowsky and
Schein and others on regular relations motivated several mathematicians to investigate similar classes
of relations, obtained by putting α−1, αc or (αc)−1 in place of one or both α’s on the right side of the
regularity equation

α = α ◦ β ◦ α
(where β is some relation). The following class of elements in the semigroup B(X) have been investigated:

Definition 1.1 ([3], Definition 2.1). The relation α ∈ B(X) is called a bi-conjugative if there exists a
relation β ∈ B(X) such that
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α = α−1 ◦ β ◦ α−1.

The family of all bi-conjugative relations on set X is not empty [3]. In [3], the following proposition is
proved:

Proposition 1.2 ([3], Theorem 2.3). For a binary relation α on a set X, the following conditions are
equivalent:

(1) α is a bi-conjugative relation.
(2) For all x, y ∈ X, if (x, y) ∈ α, there exist v, u ∈ X such that:
(a) (v, x) ∈ α ∧ (y, u) ∈ α; and
(b) (∀s, t ∈ X)(((v, s) ∈ α ∧ (t, u) ∈ α) =⇒ (s, t) ∈ α).

In addition, it has been shown ([3], Corollary 2.4) that if (L,6) is a poset, then 
 is not a bi-conjugative
relation on L. .

1.2. The concept of finite extension of bi-conjugative relations. For any set X, let

X(<ω) = {F ⊆ X : F is finite}.

For any positive integer m, we write m = {1, 2, ...,m}.

Definition 1.3 ([9]). For a binary relation ρ ⊆ X × Y , define a relation ρ(<ω) ⊆ X(<ω) × Y (<ω) by

(∀(F,G) ∈ X(<ω) × Y (<ω))((F,G) ∈ ρ(<ω) ⇐⇒ G ⊆ Fρ).

ρ(<ω) is called finite extension of ρ.

For illustration purposes, we will show definition of finite extension of bi-conjugative relations:

Definition 1.4 ([4]). A binary relation ρ on a set X is called finitely bi-conjugative if for all (x, y) ∈ ρ,
there are u ∈ X and {v1, v2, ..., vk} ∈ X(<ω), such that

(i) (u, y) ∈ ρ−1 ∧ (∀i ∈ k)((x, vi) ∈ ρ−1), and
(ii) for all {s1, s2, ..., sk} ∈ X(<ω) and t ∈ X,

if (u, t) ∈ ρ−1 and (∀i ∈ k)((si, vi) ∈ ρ−1) then there is j ∈ k such that (sj , t) ∈ ρ.

An important description of the finitely bi-conjugative relation is given in the following proposition:

Proposition 1.5 ([4]). For a binary relation ρ on a set X, the following are equivalent:
(i) ρ is a finitely bi-conjugative relation on X; and
(ii) there is a binary relation δ ⊆ X(<ω) ×X(<ω) such that

(ρ−1)(<ω) ◦ δ ◦ (ρ−1)(<ω) = ρ(<ω).

2. The concept of weak finitely bi-conjugative relations

In Definition 1.4, in statement (ii) the finite set {s1, s2, ..., sm}, (m ∈ N) appears as a very strong
condition. In article [1], in a situation where regular relations is discussed, this requirement is weakened
by taking {s} instead of {s1, s2, ..., sm}. We impose an analogous requirement on the finality of bi-
conjugative relations.

Before that, we need the following definition

Definition 2.1 ([1], Definition 6). For a binary relation ρ ⊆ X × Y , define a binary relation ρ(<ω) ⊆
X × Y (<ω), called the right finite extension of ρ, by

ρ(<ω)
r = {(x,G) ∈ X × Y (<ω) : G ⊆ xρ}.

We can now introduce the concept of weak finitely bi-conjugative relations
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Definition 2.2. A binary relation ρ on a set X is called weak finitely bi-conjugative if for all (x, y) ∈ ρ,
there are u ∈ X and {v1, v2, ..., vk} ∈ X(<ω), such that

(i) (u, y) ∈ ρ−1 ∧ (∀i ∈ k)((x, vi) ∈ ρ−1), and
(ii) for all s ∈ X and t ∈ X,

if (u, t) ∈ ρ−1 and (∀i ∈ k)((s, vi) ∈ ρ−1) then (s, t) ∈ ρ.

3. The main result

In the following theorem, we give some characterizations of weak finality of bi-conjugative reactions.

Theorem 3.1. Let ρ ⊆ X ×X a binary relation. Then the following conditions are equivalent:
(1) ρ is weak finitely bi-conjugative;
(2) there is a relation δ ⊆ X(<ω) ×X(<ω) such that

(ρ−1)(<ω) ◦ δ ◦ (ρ−1
r )(<ω) = ρ(<ω)

r ;

(3) for all (x,G) ∈ ρ
(<ω)
r there is (U, V ) ∈ X(<ω) ×X(<ω) such that

(i) G ⊆ ρU ∧ V ⊆ ρx, and
(ii) for any (s, T ) ∈ X ×X(<ω),

if V ⊆ ρs and T ⊆ ρU , then (s, T ) ∈ ρ
(<ω)
r .

Proof. (1) =⇒ (2). Define a relation δ ⊆ X(<ω) ×X(<ω) by (G,F ) ∈ δ if and only if

(∀(s, T ) ∈ X ×X(<ω))((G ⊆ ρs ∧ T ∩ ρF ̸= ∅) =⇒ T ∩ sρ ̸= ∅).

For any (h,W ) ∈ X × X(<ω), if (h,W ) ∈ (ρ−1)(<ω) ◦ δ ◦ (ρ−1
r )(<ω), then there exists (G,F ) ∈

X(<ω) ×X(<ω) such that

(h,G) ∈ (ρ−1
r )(<ω) ∧ (G,F ) ∈ δ ∧ (F,W ) ∈ (ρ−1)(<ω),

i.e., G ⊆ hρ−1 = ρh and W ⊆ Fρ−1 = ρF . Now we have to show that W ⊆ hρ. For any w ∈ W , let
s = h and T = {w}. Then we have G ⊆ ρh = ρs and ∅ ̸= T ∩ ρF = {w}∩ ρF = {w}. From the definition

of δ and (G,F ) ∈ δ, it follows ∅ ̸= T ∩sρ = {w}∩hρ what means that w ∈ hρ. Therefore, (h,W ) ∈ ρ
(<ω)
r .

We have proven inclusion (ρ−1)(<ω) ◦ δ ◦ ρ(<ω)
r ⊆ ρ

(<ω)
r .

For any (h,W ) ∈ X × X(<ω), if (h,W ) ∈ ρ
(<ω)
r , then W ⊆ hρ. This means for any w ∈ W holds

(h,w) ∈ ρ. Since ρ is weak finitely bi-conjugative, there are uw ∈ X and Vw ∈ X(<ω) such that
(i) (uw, w) ∈ ρ−1 ∧ Vw ⊆ hρ−1 = ρh, and
(ii) for all s ∈ X and t ∈ X,

if (uw, t) ∈ ρ−1 and Vw ⊆ sρ−1 = ρs then (s, t) ∈ ρ.
Let G =

∪
w∈W Vw, F = {uw : w ∈ W}. Then G ⊆ hρ−1 and W ⊆ Fρ−1 = ρF since w ∈ uwρ

−1 = ρuw ⊆
ρF . Let s ∈ X and T ∈ X(<ω) be arbitrary elements such that G ⊆ sρ−1 and T ∩ ρF ̸= ∅. Then there
exist uw0 ∈ F and t0 ∈ T such that (uw0 , t0) ∈ ρ−1. On the other hand, according to (ii), from w ∈ W
and Vw ⊆ sρ−1, follows (s, t0) ∈ ρ. This means T ∩ sρ ̸= ∅. By the definition of δ, we have (G,F ) ∈ δ.

Hence (h,W ) ∈ (ρ−1)(<ω) ◦ δ ◦ (ρ−1
r )(<ω). So, we have proven inclusion ρ

(<ω)
r ⊆ (ρ−1)(<ω) ◦ δ ◦ (ρ−1

r )(<ω).
(2) =⇒ (3). This implication can be verified without difficulty.
(3) =⇒ (1). For any (x, y) ∈ ρ, there exist V,U ∈ X(<ω) such that
(i) y ∈ ρU and V ⊆ ρx; and

(ii) (∀(s, T ) ∈ X ×X(<ω))((V ⊆ ρs ∧ T ⊆ ρU) =⇒ (s, T ) ∈ ρ
(<ω)
r ).

Since y ∈ ρU , there exists u ∈ U such that (u, y) ∈ ρ−1. Let V = {v1, v2, ..., vm}. Then (u, y) ∈ ρ−1,
(∀j ∈ m)((x, vj) ∈ ρ−1)), i.e., the condition (i) in Definition 2.2 is satisfied. Now we check the condition
(ii) in Definition 2.2. For any (s, t) ∈ X×X, if (u, t) ∈ ρ−1 and (s, vj) ∈ ρ−1 (j = 1, 2, ...,m), i.e., V ⊆ ρs
and {t} ⊆ uρ−1 ⊆ ρU , then t ∈ sρ by the condition (ii). Thus ρ is weak finitely bi-conjugative. �
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4. Conclusion

By applying the Luo and Xu idea, presented in the paper [1], to the bi-conjugative relation, in this
text together with the previously published two papers ([5], [6]), the author seeks to see the peculiarity
of being ’weak finitely relation’ of some type.

Acknowledgement. The author thanks the reviewer for the suggestions that raised the consistency
of the presented material in this paper.
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1. Introduction

It is well known that convexity theory provides powerful principles and techniques to study a wide
class of problems in both pure and applied mathematics. A convex function is a continuous function
whose value at the midpoint of every interval in its domain does not exceed the arithmetic mean of
its value at the ends of the considered interval. Readers can find more informations in the articles
[1, 3, 7, 8, 10, 12, 13, 14, 17, 18, 21, 22, 23, 24, 25] and the references therein. One of the most important
inequalities in convexity theory is Hermite-Hadamard integral inequality. [2, 4].This inequality gives us
upper and lower bounds for the mean-value of a convex function.

Definition 1.1 ([20]). TheGG-convex functions (called in what follows multiplicatively convex functions)
are those functions f : I → J (acting on subintervals of (0,∞)) such that

x, y ∈ I and λ ∈ [0, 1] =⇒ f
(
x1−tyt

)
≤ f(x)1−λf(y)λ,

i.e., for which log f is convex.

Definition 1.2 ([15]). Let the function f : [0, b] → R and (m1,m2) ∈ [0, 1]
2
. If

f
(
am1tbm2(1−t)

)
≤ [f(a)]

m1t [f(b)]
m2(1−t)

.

for all [a, b] ∈ [0, b] and t ∈ [0, 1], then the function f is said to be (m1,m2)-GG convex function, if the
above inequality reversed, then the function f is said to be (m1,m2)-GG concave function.

Definition 1.3 ([11]). Let the function f : [0, b] → R and (α,m1,m2) ∈ (0, 1]
3
. If

f
(
am1tbm2(1−t)

)
≤ m1t

αf(a) +m2 (1− tα) f(b).

for all [a, b] ∈ [0, b] and t ∈ [0, 1], then the function f is said to be (α,m1,m2)-geometric arithmeti-
cally convex function, if the inequality reversed, then the function f is said to be (α,m1,m2)-geometric
arithmetically concave function.
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An refinement of Hölder integral inequality better approach than Hölder’s integral inequality can be
given as follows:

Theorem 1.4 (Hölder-İşcan integral inequality [6]). Let p > 1 and 1
p + 1

q = 1. If f and g are real

functions defined on [a, b] and if |f |p, |g|q are integrable functions on interval [a, b] then∫ b

a

|f(x)g(x)| dx ≤ 1

b− a


(∫ b

a

(b− x) |f(x)|p dx

) 1
p
(∫ b

a

(b− x) |g(x)|q dx

) 1
q

+

(∫ b

a

(x− a) |f(x)|p dx

) 1
p
(∫ b

a

(x− a) |g(x)|q dx

) 1
q

 .

An refinement of power-mean integral inequality better approach than power-mean inequality as a
result of the Hölder-İşcan integral inequality can be given as follows:

Theorem 1.5 (Improved power-mean integral inequality [16]). Let q ≥ 1. If f and g are real functions
defined on [a, b] and if |f |, |f | |g|q are integrable functions on [a, b] then∫ b

a

|f(x)g(x)| dx ≤ 1

b− a


(∫ b

a

(b− x) |f(x)| dx

)1− 1
q
(∫ b

a

(b− x) |f(x)| |g(x)|q dx

) 1
q

+

(∫ b

a

(x− a) |f(x)| dx

)1− 1
q
(∫ b

a

(x− a) |f(x)| |g(x)|q dx

) 1
q

 .

Definition 1.6 (Gamma function). The classic gamma function is usually defined as

Γ (s) =

∫ ∞

0

ts−1e−tdt.

Definition 1.7 (Upper incomplete gamma function). The upper incomplete gamma function is defined
as

Γ (s, x) =

∫ ∞

x

ts−1e−tdt.

Definition 1.8 (Lower incomplete gamma function). The lower incomplete gamma function is defined
as

γ (s, x) =

∫ x

0

ts−1e−tdt.

2. Main Results for (α,m1,m2)-GG convex functions

In this section, we give the concept of (α,m1,m2)-GG convex functions and some algebraic properties
for them, as follows:

Definition 2.1. Let the function f : [0, b] → R and (α,m1,m2) ∈ (0, 1]
3
. If

(2.1) f
(
am1tbm2(1−t)

)
≤ [f(a)]

m1t
α

[f(b)]
m2(1−tα)

.

for all [a, b] ∈ [0, b] and t ∈ [0, 1], then the function f is said to be (α,m1,m2)-GG convex function, if the
inequality (2.1) reversed, then the function f is said to be (α,m1,m2)-GG concave function.

Remark 2.2. When m1 = m2 = 1 and α = 1, the (α,m1,m2)-GG convex (concave) function becomes
a GG convex (concave) function in defined [20].

Remark 2.3. When α = 1, the (α,m1,m2)-GG convex (concave) function becomes a (m1,m2)-GG
convex (concave) function in defined in [15].
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Proposition 2.4. Every nondecreasing (α,m1,m2)-GG convex function is (m1,m2)-GG convex function.

Proof. If we substitute [f(a)]
m1t

α

≤ [f(a)]
m1t and [f(b)]

m2(1−tα) ≤ [f(b)]
m2(1−t)

in the equality (2.1),
the proof is completed. □

The following Theorems can be proved similar to those in [11].

Theorem 2.5. The function f : (0,∞) → R is (α,m1,m2)-GG convex function on the interval I if and
only if ln ◦f : (0,∞) → R is (α,m1,m2)-GA convex function on the interval I.

Theorem 2.6. Let f, g : (0,∞) → R. If f and g are (α,m1,m2)-GG convex functions, then fg is an
(α,m1,m2)-GG convex function.

Theorem 2.7. If f : (0,∞) → (0,∞) is a (m1,m2)-GG-convex and g : (0,∞) → R is a (α,m1,m2)-GG
convex function and nondecreasing, then g ◦ f : (0,∞) → R is a (α,m1,m2)-GG convex function.

Theorem 2.8. Let α,m1,m2 ∈ (0, 1] , 0 < am1 < bm2 and fα : [am1 , bm2 ] → R be an arbitrary family
of (α,m1,m2)-GG convex functions and let f(x) = supα fα(x). If J = {u ∈ [am1 , bm2 ] : f(u) < ∞} is
nonempty, then J is an interval and f is an (α,m1,m2)-GG convex function on J .

Theorem 2.9. If the function f : [am1 , bm2 ] → R is an (α,m1,m2)-GG convex function then f is bounded
on the interval [am1 , bm2 ].

3. Hermite-Hadamard inequality for (α,m1,m2)-GG convex function

The goal of this section is to establish some inequalities of Hermite-Hadamard integral inequalities
for (α,m1,m2)-GG convex functions. In this section, we will denote by L [a, b] the space of (Lebesgue)
integrable functions on the interval [a, b] .

Theorem 3.1. Let f : [am1 , bm2 ] → R be an (α,m1,m2)-GG convex function and let [f(b)]
m2 > [f(a)]

m1 .
If a < b and f ∈ L [a, b], then the following Hermite-Hadamard type integral inequalities hold:

f
(√

am1bm2

)
≤ 1

ln bm2 − ln am1

∫ bm2

am1

1

u
f
(√

u
)
f

(√
am1bm2

u

)
du

≤ 1

ln bm2 − ln am1

∫ bm2

am1

f(u)

u
du

≤ [f(b)]
m2

Γ
(
1
α

)
− Γ

(
1
α , ln [f(b)]

m2 − ln [f(a)]
m1
)

α [ln [f(b)]
m2 − ln [f(a)]

m1 ]
1
α

≤ m1f(a) + αm2f(b)

α+ 1
,(3.1)

where Γ is the Gamma function.

Proof. Firstly, the function f is (α,m1,m2)-GG convex function, we have

f (
√
xy) ≤

√
f (x) f (y) ≤ f (x) + f (y)

2

for all x, y ∈ I. If we substitute x = am1tbm2(1−t) and y = am1(1−t)bm2t in the above inequalities for
t ∈ [0, 1], we can write as

f
(√

am1bm2

)
≤

√
f
(
am1tbm2(1−t)

)
f
(
am1(1−t)bm2t

)
≤

f
(
am1tbm2(1−t)

)
+ f

(
am1(1−t)bm2t

)
2

.
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Now, if we take integral in the last inequality with respect to t ∈ [0, 1], we deduce that

f
(√

am1bm2

)
≤

∫ 1

0

√
f
(
am1tbm2(1−t)

)
f
(
am1(1−t)bm2t

)
dt

=
1

ln bm2 − ln am1

∫ bm2

am1

1

u
f
(√

u
)
f

(√
am1bm2

u

)
du

≤ 1

ln bm2 − ln am1

∫ bm2

am1

f(u)

u
du.

Secondly, by using the property of the (α,m1,m2)-GG convex function of f , we can write

f
(
am1tbm2(1−t)

)
≤ [f(a)]

m1t
α

[f(b)]
m2(1−tα) ≤ m1t

αf(a) +m2 (1− tα) f(b).

By taking integral, we obtain

1

ln bm2 − ln am1

∫ bm2

am1

f(u)

u
du

= [f(b)]
m2

Γ
(
1
α

)
− Γ

(
1
α , ln [f(b)]

m2 − ln [f(a)]
m1
)

α [ln [f(b)]
m2 − ln [f(a)]

m1 ]
1
α

≤ m1f(a) + αm2f(b)

α+ 1
.

This completes the proof of theorem. □

Corollary 3.2. If we take m1 = m2 = 1 and α = 1 in the inequalities (3.1), then we have the following
inequalities:

f
(√

ab
)

≤ 1

ln b− ln a

∫ b

a

1

u
f
(√

u
)
f

(√
ab

u

)
du

≤ 1

ln b− ln a

∫ b

a

f(u)

u
du ≤ f(b)− f(a)

ln f(b)− ln f(a)
≤ f(a) + f(b)

2
.

This inequalities coincide with the inequalities [5].

Corollary 3.3. If we take α = 1 in the inequalities (3.1), then we have the following inequalities:

f
(√

am1bm2

)
≤ 1

ln bm2 − ln am1

∫ bm2

am1

1

u
f
(√

u
)
f

(√
am1bm2

u

)
du

≤ 1

ln bm2 − ln am1

∫ bm2

am1

f(u)

u
du

≤ [f(b)]
m2 − [f(a)]

m1

ln [f(b)]
m2 − ln [f(a)]

m1
≤ m1f(a) +m2f(b)

2
.

This inequalities coincide with the inequalities [15].

4. Some new inequalities for (α,m1,m2)-GG convex functions

The aim of this section is to establish new estimates that refine Hermite-Hadamard integral inequality
for functions whose first derivatives in absolute value is (α,m1,m2)-GG convex function via gamma and

incomplete gamma functions together with Hölder, Hölder-İşcan, power-mean and improwed power-mean
integral inequalities. In order to prove next theorems, we need the following identity for differentiable
functions.
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Lemma 4.1 ([9]). Let f : I ⊆ R+ = (0,∞) → R be differentiable function and a, b ∈ I with a < b. If
f ′ ∈ L ([a, b]), then

b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx =
ln b− ln a

2

∫ 1

0

a3(1−t)b3tf ′ (a1−tbt
)
dt.

Theorem 4.2. Let f : R0 = [0,∞) → R be a differentiable function and f ′ ∈ L [a, b] for 0 < a < b < ∞
and let

∣∣∣f ′
(
b

1
m2

)∣∣∣m2

>
∣∣∣f ′
(
a

1
m1

)∣∣∣m1

. If |f ′| is (α,m1,m2)-GG convex function on
[
0,max

{
a

1
m1 , b

1
m2

}]
for [α,m1,m2] ∈ (0, 1]

2
, then we have∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ b3
∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2
(4.1)

×
Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣m2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣m1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣m2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣m1
] 1

α

.

Proof. By using Lemma 4.1, the inequality∣∣f ′ (a1−tbt
)∣∣ = ∣∣∣∣f ′

(
a

1
m1

)m1(1−t)

f ′
(
b

1
m2

)m2t
∣∣∣∣ ≤ ∣∣∣f ′

(
a

1
m1

)∣∣∣m1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣m2t
α

,

and the property of
(
b
a

)3t ≤ ( ba)3 for t ∈ [0, 1], we obtain∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣
≤ ln b− ln a

2

∫ 1

0

a3(1−t)b3t
∣∣f ′ (a1−tbt

)∣∣ dt
≤ ln b− ln a

2

∫ 1

0

a3(1−t)b3t
∣∣∣∣f ′
(
a

1
m1

)m1(1−t)

f ′
(
b

1
m2

)m2t
∣∣∣∣ dt

≤ ln b− ln a

2

∫ 1

0

a3
(
b

a

)3t ∣∣∣f ′
(
a

1
m1

)∣∣∣m1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣m2t
α

dt

≤ ln b− ln a

2

∫ 1

0

a3
(
b

a

)3 ∣∣∣f ′
(
a

1
m1

)∣∣∣m1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣m2t
α

dt

= b3
ln b− ln a

2

∫ 1

0

∣∣∣f ′
(
a

1
m1

)∣∣∣m1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣m2t
α

dt

= b3
∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2

Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣m2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣m1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣m2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣m1
] 1

α

This completes the proof of theorem. □

Corollary 4.3. Under the assumption of Theorem 4.2, If we take m1 = m2 = 1 and α = 1 in the
inequality (4.1), then we have

(4.2)

∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ b3 |f ′ (a)| ln b− ln a

2

1− Γ (1, ln |f ′ (b)| − ln |f ′ (a)|)
ln |f ′ (b)| − ln |f ′ (a)|

.

Theorem 4.4. Let f : R0 = [0,∞) → R be a differentiable function and f ′ ∈ L [a, b] for 0 < a < b < ∞,∣∣∣f ′
(
b

1
m2

)∣∣∣m2

>
∣∣∣f ′
(
a

1
m1

)∣∣∣m1

and assume that q > 1. If |f ′|q is a (α,m1,m2)-GG convex function on
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[
0,max

{
a

1
m1 , b

1
m2

}]
for [α,m1,m2] ∈ (0, 1]

2
, then we have∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ ln b− ln a

2

∣∣∣f ′
(
a

1
m1

)∣∣∣m1

(4.3)

×L
1
p
(
a3p, b3p

)Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α


1
q

where Γ is the gamma function and 1
p + 1

q = 1.

Proof. By using Lemma 4.1, Hölder’s integral inequality and the following inequality∣∣f ′ (a1−tbt
)∣∣q =

∣∣∣∣f ′
(
a

1
m1

)m1(1−t)

f ′
(
b

1
m2

)m2t
∣∣∣∣q ≤

(∣∣∣f ′
(
a

1
m1

)∣∣∣q)m1(1−tα) (∣∣∣f ′
(
b

1
m2

)∣∣∣q)m2t
α

,

we get ∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣
≤ ln b− ln a

2

∫ 1

0

a3(1−t)b3t
∣∣f ′ (a1−tbt

)∣∣ dt
≤ ln b− ln a

2

[∫ 1

0

(
a3(1−t)b3t

)p
dt

] 1
p
[∫ 1

0

∣∣∣∣f ′
((

a
1

m1

)m1(1−t) (
b

1
m2

)m2t
)∣∣∣∣q dt]

1
q

≤ ln b− ln a

2

[∫ 1

0

(
a3(1−t)b3t

)p
dt

] 1
p
[∫ 1

0

(∣∣∣f ′
(
a

1
m1

)∣∣∣q)m1(1−tα) (∣∣∣f ′
(
b

1
m2

)∣∣∣q)m2t
α

dt

] 1
q

=
ln b− ln a

2

∣∣∣f ′
(
a

1
m1

)∣∣∣m1

L
1
p
(
a3p, b3p

)

×

Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α


1
q

,

where ∫ 1

0

(
a3(1−t)b3t

)p
dt = L

(
a3p, b3p

)
and ∫ 1

0

(∣∣∣f ′
(
a

1
m1

)∣∣∣q)m1(1−t) (∣∣∣f ′
(
b

1
m2

)∣∣∣q)m2t

dt

=
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1 Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α

.

This completes the proof of theorem. □

Corollary 4.5. Under the assumption of Theorem 4.4, If we take m1 = m2 = 1 and α = 1 in the
inequality (4.3), then we have∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ |f ′ (a)| ln b− ln a

2
L

1
p
(
a3p, b3p

) [1− Γ
(
1, ln |f ′ (b)|q − ln |f ′ (a)|q

)
ln |f ′ (b)|q − ln |f ′ (a)|q

] 1
q

.
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Corollary 4.6. Under the assumption of Theorem 4.4, If we take α = 1 in the inequality (4.3), then
we have ∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ ln b− ln a

2

∣∣∣f ′
(
a

1
m1

)∣∣∣m1

×L
1
p
(
a3p, b3p

)1− Γ
(
1, ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1


1
q

This inequality coincides with the inequalities [15].

Theorem 4.7. Let f : R0 = [0,∞) → R be a differentiable function and f ′ ∈ L [a, b] for 0 < a < b < ∞,∣∣∣f ′
(
b

1
m2

)∣∣∣m2

>
∣∣∣f ′
(
a

1
m1

)∣∣∣m1

and assume that q ≥ 1. If |f ′|q is a (α,m1,m2)-GG convex function on

the interval
[
0,max

{
a

1
m1 , b

1
m2

}]
, then we have

∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ b
3
q

∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2
L1− 1

q
(
a3, b3

)
(4.4)

×

Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α


1
q

,

where L is the arithmetic mean.

Proof. By using Lemma 4.1, well known power-mean integral inequality, the property of the (m1,m2)-GG

convex function of |f ′|q and the property of
(
b
a

)3t ≤ ( ba)3 for t ∈ [0, 1] , we get∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣
≤ ln b− ln a

2

∫ 1

0

a3(1−t)b3t
∣∣f ′ (a1−tbt

)∣∣ dt
≤ ln b− ln a

2

(∫ 1

0

a3(1−t)b3tdt

)1− 1
q
(∫ 1

0

a3(1−t)b3t
∣∣∣∣f ′
((

a
1

m1

)m1(1−t) (
b

1
m2

)m2t
)∣∣∣∣q dt)

1
q

≤ ln b− ln a

2

(∫ 1

0

a3(1−t)b3tdt

)1− 1
q
(∫ 1

0

b3
(∣∣∣f ′

(
a

1
m1

)∣∣∣q)m1(1−tα) (∣∣∣f ′
(
b

1
m2

)∣∣∣q)m2t
α

dt

) 1
q

= b
3
q

∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2
L1− 1

q
(
a3, b3

)

×

Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α


1
q

.

This completes the proof of theorem. □
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Corollary 4.8. Under the assumption of Theorem 4.7 with q = 1, we get the conclusion of Theorem 4.2
as follow: ∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣
≤ b3

∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2

Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣m2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣m1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣m2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣m1
] 1

α

 .

This inequality coincides with the inequality (4.1).

Corollary 4.9. Under the assumption of Theorem 4.7 with α = 1, q = 1 and m1 = m2 = 1 in the
inequality (4.4), we get the following inequality:∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ b3 |f ′ (a)| ln b− ln a

2

[
1− Γ (1, ln |f ′ (b)| − ln |f ′ (a)|)

ln |f ′ (b)| − ln |f ′ (a)|

]
.

This inequality coincides with the inequality (4.2).

Theorem 4.10. Let f : R0 = [0,∞) → R be a differentiable function and f ′ ∈ L [a, b] for 0 <

a < b < ∞ and let
∣∣∣f ′
(
b

1
m2

)∣∣∣m2

>
∣∣∣f ′
(
a

1
m1

)∣∣∣m1

. If |f ′|q is (α,m1,m2)-GG convex function on[
0,max

{
a

1
m1 , b

1
m2

}]
for [α,m1,m2] ∈ (0, 1]

2
and q > 1, then we have

∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣(4.5)

≤
∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2

[
L
(
a3p, b3p

)
− a3p

3 (ln b− ln a)

] 1
p

×


Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α

+
Γ
(

2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q

+
∣∣∣f ′
(
b

1
m2

)∣∣∣m2 ln b− ln a

2

[
b3p − L

(
a3p, b3p

)
3 (ln b− ln a)

] 1
p

×


Γ
(
2
α

)
− Γ

(
2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q

,

where L is the logarithmic mean and 1
p + 1

q = 1.

Romanian Journal of Mathematics and Computer Science Issue 2, Vol. 11 (2021)

43



Proof. From Lemma 4.1, Hölder-İşcan integral inequality and the (α,m1,m2)-GG convexity of the func-

tion |f ′|q on
[
0,max

{
a

1
m1 , b

1
m2

}]
, we get∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣
≤ ln b− ln a

2

[∫ 1

0

(1− t)
(
a3(1−t)b3t

)p
dt

] 1
p
[∫ 1

0

(1− t)

∣∣∣∣f ′
((

a
1

m1

)m1(1−t) (
b

1
m2

)m2t
)∣∣∣∣q dt]

1
q

+
ln b− ln a

2

[∫ 1

0

t
(
a3(1−t)b3t

)p
dt

] 1
p
[∫ 1

0

t

∣∣∣∣f ′
((

a
1

m1

)m1(1−t) (
b

1
m2

)m2t
)∣∣∣∣q dt]

1
q

≤ ln b− ln a

2

[∫ 1

0

(1− t)a3p(1−t)b3ptdt

] 1
p
[∫ 1

0

(1− t)
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

+
ln b− ln a

2

[∫ 1

0

ta3p(1−t)b3ptdt

] 1
p
[∫ 1

0

t
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

=
∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2

[
L
(
a3p, b3p

)
− a3p

3 (ln b− ln a)

] 1
p

×


Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α

+
Γ
(

2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q

+
∣∣∣f ′
(
b

1
m2

)∣∣∣m2 ln b− ln a

2

[
b3p − L

(
a3p, b3p

)
3 (ln b− ln a)

] 1
p


Γ
(
2
α

)
− Γ

(
2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q

.

This completes the proof of theorem. □

Corollary 4.11. Under the assumption of Theorem 4.10 with m1 = m2 = 1 and α = 1 in the inequality
(4.5), we get ∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ |f ′ (a)| ln b− ln a

2

[
L
(
a3p, b3p

)
− a3p

3 (ln b− ln a)

] 1
p

(4.6)

×

{
1− Γ (1, ln |f ′ (b)| − ln |f ′ (a)|)

ln |f ′ (b)| − ln |f ′ (a)|
+

Γ (2, ln |f ′ (b)| − ln |f ′ (a)|)
[ln |f ′ (b)| − ln |f ′ (a)|]2

} 1
q

+ |f ′ (b)| ln b− ln a

2

[
b3p − L

(
a3p, b3p

)
3 (ln b− ln a)

] 1
p
{
1− Γ (2, ln |f ′ (b)| − ln |f ′ (a)|)

[ln |f ′ (b)| − ln |f ′ (a)|]2

} 1
q

,

Theorem 4.12. Let f : R0 = [0,∞) → R be a differentiable function and f ′ ∈ L [a, b] for 0 <

a < b < ∞ and let
∣∣∣f ′
(
b

1
m2

)∣∣∣m2

>
∣∣∣f ′
(
a

1
m1

)∣∣∣m1

. If |f ′|q is (α,m1,m2)-GG convex function on[
0,max

{
a

1
m1 , b

1
m2

}]
for [α,m1,m2] ∈ (0, 1]

2
and q ≥ 1, then we have∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ b
3
q

∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2

[
L
(
a3, b3

)
− a3

3 (ln b− ln a)

]1− 1
q

(4.7)
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×


Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α

+
Γ
(

2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q

+b
3
q

∣∣∣f ′
(
b

1
m2

)∣∣∣m2 ln b− ln a

2

[
b3 − L

(
a3, b3

)
3 (ln b− ln a)

]1− 1
q


Γ
(
2
α

)
− Γ

(
2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q

,

where L is the logarithmic mean.

Proof. By using Lemma 4.1, improwed power-mean integral inequality, the property of (α,m1,m2)-GG

convexity of |f ′|q on
[
0,max

{
a

1
m1 , b

1
m2

}]
and the property of

(
b
a

)3t ≤ ( ba)3 for t ∈ [0, 1] we get

∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣
≤ ln b− ln a

2

[∫ 1

0

(1− t)
(
a3(1−t)b3t

)
dt

]1− 1
q
[∫ 1

0

(1− t)
(
a3(1−t)b3t

) ∣∣∣∣f ′
((

a
1

m1

)m1(1−t) (
b

1
m2

)m2t
)∣∣∣∣q dt]

1
q

+
ln b− ln a

2

[∫ 1

0

t
(
a3(1−t)b3t

)
dt

]1− 1
q
[∫ 1

0

t
(
a3(1−t)b3t

) ∣∣∣∣f ′
((

a
1

m1

)m1(1−t) (
b

1
m2

)m2t
)∣∣∣∣q dt]

1
q

≤ ln b− ln a

2

[∫ 1

0

(1− t)
(
a3(1−t)b3t

)
dt

]1− 1
q
[∫ 1

0

(1− t)
(
a3(1−t)b3t

) ∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

+
ln b− ln a

2

[∫ 1

0

t
(
a3(1−t)b3t

)
dt

]1− 1
q
[∫ 1

0

t
(
a3(1−t)b3t

) ∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

≤ b
3
q
ln b− ln a

2

[∫ 1

0

(1− t)
(
a3(1−t)b3t

)
dt

]1− 1
q
[∫ 1

0

(1− t)
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

+b
3
q
ln b− ln a

2

[∫ 1

0

t
(
a3(1−t)b3t

)
dt

]1− 1
q
[∫ 1

0

t
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

= b
3
q
ln b− ln a

2

[
L
(
a3, b3

)
− a3

3 (ln b− ln a)

]1− 1
q [∫ 1

0

(1− t)
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

+b
3
q
ln b− ln a

2

[
b3 − L

(
a3, b3

)
3 (ln b− ln a)

]1− 1
q [∫ 1

0

t
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1(1−tα) ∣∣∣f ′
(
b

1
m2

)∣∣∣qm2t
α

dt

] 1
q

= b
3
q

∣∣∣f ′
(
a

1
m1

)∣∣∣m1 ln b− ln a

2

[
L
(
a3, b3

)
− a3

3 (ln b− ln a)

]1− 1
q

×


Γ
(
1
α

)
− Γ

(
1
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 1

α

+
Γ
(

2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q
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+b
3
q

∣∣∣f ′
(
b

1
m2

)∣∣∣m2 ln b− ln a

2

[
b3 − L

(
a3, b3

)
3 (ln b− ln a)

]1− 1
q


Γ
(
2
α

)
− Γ

(
2
α , ln

∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
)

α
[
ln
∣∣∣f ′
(
b

1
m2

)∣∣∣qm2

− ln
∣∣∣f ′
(
a

1
m1

)∣∣∣qm1
] 2

α


1
q

.

This completes the proof of theorem. □

Corollary 4.13. Under the assumption of Theorem 4.12 with m1 = m2 = α = 1 and q = 1, we get the
following inequality: ∣∣∣∣∣b2f(a)− a2f(b)

2
−
∫ b

a

xf(x)dx

∣∣∣∣∣ ≤ b3 |f ′ (a)| ln b− ln a

2

×

{
[1− Γ (1, ln |f ′ (b)| − ln |f ′ (a)|)]

(ln |f ′ (b)| − ln |f ′ (a)|)
+

Γ (2, ln |f ′ (b)| − ln |f ′ (a)|)
[ln |f ′ (b)| − ln |f ′ (a)|]2

}

+b3 |f ′ (b)| ln b− ln a

2

{
1− Γ (2, ln |f ′ (b)| − ln |f ′ (a)|)

[ln |f ′ (b)| − ln |f ′ (a)|]2

}
.
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1. Preliminaries

Pseudo-Riemannian geometry represents one of the most important subjects of study in Differential
Geometry. In particular, the theory of submanifolds of a pseudo-Riemannian manifold plays a crucial
role in this topic. We focus in this article on isotropic spacelike submanifolds.

In this section we recall basic definitions and formulae. In section 2 we prove an inequality for an
isotropic spacelike submanifold of a pseudo-Riemannian space form, an analogue of the generalized Euler
inequality. A consequence gives a characterization for totally umbilical isotropic submanifolds. In section
3 we obtain a Ricci inequality for an isotropic spacelike submanifold of a pseudo-Riemannian space form.

The notion of an isotropic immersion was introduced by B. O’Neill [3] as an isometric immersion such
that all its normal curvature vectors have the same length. This is a generalization of the totally umbilical
submanifolds.

For isotropic submanifolds in the pseudo-Riemannian settings we refer to [1].

Let (M̃m
ν , g) be a pseudo-Riemannian manifold of dimension m and signature ν and φ : Mn

s → M̃m
ν

an isometric immersion of a pseudo-Riemannian manifold Mn
s of dimension n and signature s.

We use the common notations for H - the mean curvature vector, R - the Riemannian curvature tensor,
K - the sectional curvature, Ric - the Ricci curvature, τ - the scalar curvature, etc.

The immersion φ is called pseudo-umbilical if its second fundamental form h satisfies g(h(X, Y ),H) =
ρg(X, Y ), for some function ρ. It follows that ρ = g(H,H).

We recall that φ is a totally umbilical immersion if any point p ∈ Mn
s is umbilic, i.e., there exists a

vector ξp ∈ T⊥p Mn
s such that for all u, v ∈ TpM

n
s one has h(u, v) = g(u, v)ξp.

Clearly, any totally umbilical immersion is pseudo-umbilical.
The isometric immersion φ is called isotropic at p ∈ Mn

s (see [1]) if

g(h(u, u), h(u, u)) = λ(p) ∈ R
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does not depend on the choice of the unit vector u ∈ TpM
n
s , and φ is said to be isotropic if it is isotropic

at any point of Mn
s .

If X ∈ TpM
n
0 is a unit vector, let {X = e1, e2, ..., en} be an orthonormal basis of TpM

n
0 . The Ricci

curvature of X is defined by

Ric(X) =
n∑

i=2

K(X ∧ ei),

where K(X ∧ ei) is the sectional curvature of the plane spanned by X and ei.

2. A Generalized Euler Inequality

In [2] the following inequality (known as a generalized Euler inequality (G.E.)) was proved:

Corollary 2.1. [2] Let N be a spacelike submanifold of an indefinite real space form Rn+r
r (c) of constant

curvature c. Then

(G.E.) ||H||2 ≤ 2τ

n(n− 1)
− c,

n = dim N , with equality holding at a point p ∈ N if and only if p is a totally umbilical point.

We denote by (R̃(Z,X)Y )T the tangential component of R̃(Z,X)Y ).
We recall the formula

(2.1) 3Ah(X,Y )Z = λ[g(X, Y )Z + g(Y, Z)X + g(X, Z)Y ]+

+R(Z,X)Y − (R̃(Z,X)Y )T + R(Z, Y )X − (R̃(Z, Y )X)T ,

for X, Y, Z ∈ X(Mn
s ), which is an equivalent condition for the submanifold Mn

s to be isotropic (see [1],
Theorem 3.3).

We prove the following

Proposition 2.2. Let Mn
0 be an isotropic spacelike submanifold of a pseudo-Riemannian space form

M̃m
s (c). Then

(2.2) 3ng(H,H) = (n + 2)λ + 2(n− 1)(ρ− c),

where ρ = 2τ
n(n−1) is the normalized scalar curvature.

Proof. Let {e1, . . . , en} be an orthonormal basis of TpM
n
0 , p ∈ Mn

0 .

From (2.1) we have

(2.3) 3g(Ah(X,Y )Z,W ) = λ[g(X, Y )g(Z,W ) + g(Y, Z)g(X, W ) + g(X, Z)g(Y, W )]+

+g(R(Z,X)Y, W )− g(R̃(Z,X)Y, W ) + g(R(Z, Y )X, W )− g(R̃(Z, Y )X, W ),
for X, Y, Z,W ∈ X(Mn

s ). For X = Y = ei, Z = W = ej we obtain from (2.3):

(2.4) 3g(Ah(ei,ei)ej , ej) = λ[g(ei, ei)g(ej , ej) + g(ei, ej)g(ei, ej) + g(ei, ej)g(ei, ej)]+

+g(R(ej , ei)ei, ej)− g(R̃(ej , ei)ei, ej) + g(R(ej , ei)ei, ej)− g(R̃(ej , ei)ei, ej).
By summation after i, j ∈ {1, ..., n} we get

(2.5) 3n2g(H,H) = λ(n2 + 2n) + 4τ − 2n(n− 1)c,

where the mean curvature vector H is given by H = 1
n

∑n
i=1 h(ei, ei), the scalar curvature τ is calculated

by τ =
∑

1≤i<j≤n g(R(ej , ei)ei, ej) and the curvature of M̃m
s (c) is c = g(R̃(ej , ei)ei, ej), i 6= j.

From (2.5), after dividing by n, one obtains

3ng(H,H) = (n + 2)λ +
4τ

n
− 2(n− 1)c,
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which is equivalent with (2.2), the equality to prove.
�

The following Corollary of Proposition 2.2 coincides with Corollary 4.3 from [1]:

Corollary 2.3. Let φ : Mn
s (k) → M̃m

s (c) be an isotropic immersion of a pseudo-Riemannian space form
Mn

s (k) into a pseudo-Riemannian space form M̃m
s (c). Then

3ng(H,H) = (n + 2)λ + 2(n− 1)(k − c).

In particular, if k = c then λ = 0 if and only if g(H,H) = 0.

Remark 2.4. In the Corollary 4.3 from [1] it is also proved that φ is pseudo-umbilical, i.e. g(h(X, Y ),H) =
ρg(X, Y ), for a function ρ. In our case, ρ = g(H,H).

Proposition 2.5. Let Mn
0 be an isotropic spacelike submanifold of a pseudo-Riemannian space form

M̃n+s
s (c). Then g(H,H) ≥ λ.

Proof. The relation (G.E.) (Chen’s Corollary, see [2]) says that

g(H,H) ≤ ρ− c,

with equality holding if and only if Mn
0 is a totally umbilical submanifold.

From Proposition 2.2 we have

ρ− c =
3ng(H,H)− (n + 2)λ

2(n− 1)
.

Then

g(H,H) ≤ 3ng(H,H)− (n + 2)λ
2(n− 1)

,

which implies
[2(n− 1)− 3n]g(H,H) ≤ −(n + 2)λ,

equivalent with g(H,H) ≥ λ. �

From Chen’s Corollary and Proposition 2.5 we obtain the following characterization of a totally um-
bilical isotropic spacelike submanifold of a pseudo-Riemannian space form.

Theorem 2.6. Let Mn
0 be an isotropic spacelike submanifold of a pseudo-Riemannian space form

M̃n+s
s (c). Then Mn

0 is totally umbilical if and only if g(H,H) = λ.

3. A Ricci Inequality

Let Mn
0 be an isotropic spacelike submanifold of a pseudo-Riemannian space form M̃n+s

s (c). Denote
by {X = e1, e2, . . . , en} an orthonormal basis of TpM

n
0 , p ∈ Mn

0 .

By Gauss equation, we have

(3.1) Ric(X) = τ − 1
2
(n− 1)(n− 2)c +

n+s∑
r=n+1

∑
2≤i<j≤n

[hr
iih

r
jj − (hr

ij)
2].

On the other hand, the formula (6) from [1] gives the relation

(3.2) n2g(H,H) = n(n + 2)λ− 2g(h, h),

for every isotropic immersion, where g(h, h) is expressed by

g(h, h) =
n∑

i,j=1

εiεjg(h(ei, ej), h(ei, ej)), εi = g(ei, ei) = 1,∀i ∈ {1, ..., n}.
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By using (3.1), we can write

(3.3) n2g(H,H) = n(n + 2)λ + 2
n+s∑

r=n+1

[(hr
11)

2 + (hr
22 + . . . + hr

nn)2 + 2
∑

1≤i<j≤n

(hr
ij)

2]−

−4
n+s∑

r=n+1

∑
2≤i<j≤n

hr
iih

r
jj =

= n(n + 2)λ + 4τ − 4Ric(X)− 2(n− 1)(n− 2)c+

+
n+s∑

r=n+1

[(hr
11 + . . . + hr

nn)2 + (hr
11 − hr

22 − . . .− hr
nn)2 + 4

n∑
j=2

(hr
1j)

2] ≥

≥ n(n + 2)λ + 4τ − 4Ric(X)− 2(n− 1)(n− 2)c− n2g(H,H).

Then (3.3) is equivalent with

Ric(X) ≥ τ +
1
4
n(n + 2)λ− n2

2
g(H,H)− 1

2
(n− 1)(n− 2)c.

The equality case holds for X if and only if the inequality in (3.3) becomes an equality, i.e., hr
1j = 0

and hr
11 = hr

22 + . . . + hr
nn, for any r ∈ {n + 1, ..., n + s}.

The equality case holds for every vector in TpM
n
0 if and only if

hr
ij = 0, ∀1 ≤ i 6= j ≤ n,∀r ∈ {n + 1, ..., n + s},

2hr
ii = hr

11 + hr
22 + . . . + hr

nn; ∀r ∈ {n + 1, ..., n + s}.

Summing the above second equations, we get

(n− 2)(hr
11 + hr

22 + . . . + hr
nn) = 0, ∀r ∈ {n + 1, ..., n + s}.

We distinguish 2 cases:
i) n 6= 2; then p is a totally geodesic point;
ii) n = 2; then p is a totally umbilical point.

It follows that we proved the following Ricci inequality and we gave the characterization of the equality
case.

Theorem 3.1. Let Mn
0 be an isotropic spacelike submanifold of a pseudo-Riemannian space form

M̃n+s
s (c) of constant curvature c. Then one has the following Ricci inequality:

(3.4) Ric(X) ≥ τ +
1
4
n(n + 2)λ− n2

2
g(H,H)− 1

2
(n− 1)(n− 2)c.

The equality case holds for any vector X ∈ TpM
n
0 if and only if p is a totally geodesic point or n = 2 and

p is a totally umbilical point.

Corollary 3.2. Let Mn
0 be an isotropic spacelike submanifold of En+s

s . Then

(3.5) minRic(X) ≥ τ +
1
4
n(n + 2)λ− n2

2
g(H,H).
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